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Abstract. This work is the report produced by students participating in the Fields-
Mitacs Undergraduate Summer Research Program 2012. Under the supervision of
Bradd Hart and Ilijas Farah, we aimed to explore interactions between mathematical
logic and operator algebras. This report introduces the concepts important to some
interesting ideas that we studied. The paper finishes with using model theory to study
the structure of some specific C∗-algebras, in particular, we characterise both UHF
and AF algebras.
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1. Continuous Model Theory

1.1. Metric Structures. We begin the paper with a brief introduction to model theory
of metric structures, a relatively new development in the field. For a more in depth
introduction, we direct the reader to I. Ben Yaacov et al. We begin with the definition
of metric space and then go into metric structures in particular.

Definition 1.1. An ordered pair, (M,d), is called a metric space if M is a collection of
elements and d ∶M ×M → R is a metric on M , i.e. a function satisfying the following
axioms:

(1) d(x, y) ≥ 0 ∀x, y ∈M , and in particular d(x, y) = 0 ⇐⇒ x = y
(2) d(x, y) = d(y, x) ∀x, y ∈M , and
(3) d(x, y) = d(x, z) + d(z, y) ∀x, y, z ∈M

We say (M,d) is complete if every Cauchy sequence in M under the metric d converges
in M . We now define the different categories of functions that will be used repeatedly
throughout this paper.

Definition 1.2. Let (M,d) be a complete, bounded metric space. Then we have the
following types of functions on M :

(1) A predicate P ∶ Mn → R is a uniformly continuous function from an n-tuple in
the metric space into a bounded interval in R. For the rest of this paper, we
generally assume P ∶Mn → [0,1].

(2) A function or operation f ∶Mn →M is a uniformly continuous function from an
n-tuple in the metric space back into the metrix space.

In both cases, we call the arity of a function or predicate n.

The next definition is one that only holds true in the case of metric structures, which
is fine for our purposes.

Definition 1.3. A signature L is a set of predicate symbols, (Pi ∶ i ∈ I), functions
symbols, (fj ∶ j ∈ J), and ”distinguished elements”, or constant symbols (ak ∶ k ∈ K).
For each predicate and function the signature also consists of the arity of the function
or predicate, as well as moduli of uniform continuity for each.

Signatures contain purely syntatical objects that require ”interpretation” from an
interpretation function. Such a function takes in the symbol of a predicate, function,
or constant, and outputs an actual predicate, function, or constant. This may sound
confusing, but we will now define what a metric structure is, give a few examples, and
hopefully clear up any confusion.

Definition 1.4. A metric structure M is an ordered triple

M = (M,L, I)

where (M,d) is a complete, bounded metric space, L is a signature, and I is an inter-
pretation function taking

f → fM, P → PM, c→ cM



APPLICATIONS OF LOGIC TO OPERATOR ALGEBRAS 3

for function symbols, predicate symbols, and constant symbols in L respectively. A
metric structure is often denoted as

M = (M,Pi, fj, ak ∶ i ∈ I, j ∈ J, k ∈K)
where each Pi, fj, ak each refer to the interpreted predicates, functions, and constants
by M. We will often call any metric stucture based on a particular signature L an
L-stucture.

So a signature can be viewed as a set of symbols distinct of any metric structure,
and a metric structure is something that takes those symbols and intreprets them as it
likes, maintaining the arity and modulus of uniform continuity for each predicate and
function.

Example 1.5. The simplest example of a metric structure is index sets I, J,K are all
empty. This forms a metric space with no structure where our metric space is complete
and bounded.

Example 1.6. A discrete metric M where the distance between any two objects in the
set of interest is either zero or one also forms a metric structure. The predicate in this
case maps to the set 0,1. In this case, distinct elements a, b ∈M , d(a, b) = 1.

Example 1.7. Let L = {+̂, ×̂, ˆ∣ ⋅ ∣, 1̂, 0̂}, where +̂ and ×̂ are 2-ary functions, ∣̂∣ is a 1-ary
predicate, and 1̂ and 0̂} are constants. Then we can take our metric structureM to be
based on the metric space ([−1,1], d) where d(x, y) = ∣x − y∣, and have that:

+̂→ +, ×̂→ ×, ˆ∣ ⋅ ∣→ ∣ ⋅ ∣, 1̂→ 1, 0̂→ 0

Then M is just the space [−1,1] with the usual operations of addition and multi-

plication as + and × along with the constants 0 and 1 and a norm function ˆ∣ ⋅ ∣. We
could have instead taken +̂ to be interpreted as subtraction, or even multiplication, or
we could have let 0̂ be interpreted as 1/2.

1.2. Terms and Formulas. The elements of a signature are refered to as ”non-logical”
symbols. We also have many other syntactical objects which we will be using, and all
of which are called ”logical” symbols. The explanation for the distinction will be made
shortly.

With any signature L in the context of metric structures, we include the following
symbols:

(1) A usually countable infinite set of variables VL
(2) The metric d for the underlying space
(3) Uniformly continuous functions u ∶ Rn → R for n ∈ N
(4) The symbols sup and inf

The idea of logical symbols is that for any signature L, the interpretation of a logical
symbol is the same for any L-structure. Although the metric d may not be the same
between two L-structures, the idea is that a structure must interpret d as its metric,
and has no flexibility for interpreting it as some other 2-ary predicate.

We now define terms and formulas, purely syntactical objects generated from a sig-
nature L, and are very important to understand.
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Definition 1.8. Terms formed from a signature L, called L-terms, are formed induc-
tively as follows: variable and constant symobls are L-terms, and if f is an n-ary function
in L, and t1, . . . , tn are L-terms, then f(t1, . . . , tn) is also an L-term. Any possible L-term
is constructed in such a manner.

Example 1.9. Let our language be as in example 1.7. Then 1̂ and 0̂ are constant symbols,
and v1 and v2 are variables, so all are L-terms. Furthermore, so are (1̂+̂1̂)×̂1̂ and
(v1×̂v2)+̂1̂.

Definition 1.10. L-formulas, which are formulas formed from a signature L, are also
formed inductively as follows:

(1) Atomic Formulas of L, which are expressions of the form P (t1, . . . , tn) where P
is an n-ary predicate symbol of L, and t1, . . . , tn are L-terms, along with d(t1, t2),
where t1, t2 are L-terms, are all L-formulas.

(2) If u ∶ Rn → R is uniformly continuous, and ϕ1, . . . , ϕn are L-formulas, then
u(ϕ1, . . . , ϕn) is an L-formula. Such functions are called the connectives of L.

(3) If ϕ is an L-formula, and x is a variable, then supxϕ and infxϕ are L-formulas.
Here, sup and inf are called the quantifiers of L.

We note that for a variable x which occurs in an L-formula is said to be bound if it
lies within a ”subformula” of the form supxϕ, and otherwise it is said to be free.

We note that if we have an L-term t with free variables x1, . . . , xn occuring in it,
then we write t as t(x1, . . . , xn). Likewise, if we have an L-formula ϕ with free variables
x1, . . . , xn occuring in it, then we write it as ϕ(x1, . . . , xn).

An L-formula with no free variables occuring in it is referred to as a sentence.

1.3. Semantics. We now come to an important part of our development of continuous
model theory for metric structures, which is semantics, with respect to sentences. For a
sentence σ, we will now the value of σ in M, and it will be a real value and is denoted
σM, defined inductively on formulas as follows:

Definition 1.11. Let M be an L-structure for some signature L. Then we have the
following definitions:

(1) For the metric, we have that (d(t1, t2))M = d(tM1 , tM2 ) where t1 and t2 are any
L-terms

(2) For any n-ary predicate P in L, and t1, . . . , tn L-terms,

(P (t1, . . . , tn))M = PM(tM1 , . . . , tMn )
(3) For any connective n-ary u in L, and senctences σ1, . . . , σn all in L,

(u(σ1, . . . , σn))M = u(σM1 , . . . , σMn )
(4) For any L-formula ϕ(x),

(sup
x
ϕ(x))M = sup{ϕ(x) ∶ x ∈M}

and similarly

(inf
x
ϕ(x))M = inf{ϕ(x) ∶ x ∈M}
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We note now that if we have an L-formula ϕ(x1, . . . , xn), we define the function ϕM

for simplicity as:

ϕM(x1, . . . , xn) = (ϕ(x1, . . . , xn))M

Remark 1.12. We make a note here that sup and inf are the quantifiers in continuous
logic, and are very analogous to ∀ and ∃ from discrete logic, which the reader is probably
very familiar with. If we let L be as in example 1.7, and we have an L-formula ϕ(x) =
∣2a − 1∣, where a ∈ [−1,1]. Then consider the sentence

inf
x
ϕ(x) = inf

x
∣2a − 1∣

It’s clear that infxϕ(x) = 0 if there exists an element a−1 ∈ [−1,1] such that aa−1 = 1. In
other words if a is invertible, the value of the sentence is 0.

It is not too harmful to think of such a sentence as saying, infxϕ(x) = 0 if and only
if a is invertible, but the reader must be aware that it is often not the case that such
a thing is true! Because the infimum only reports the least upper bound, we are not
guaranteed that we can find an element such that, in our case, ϕ(x) = 0. This is a
major difference of continuous logic in contrast to discrete logic, and the difference will
consume a large amount of theory and significance in our paper.

1.4. Conditions of L.

Definition 1.13. An L-condition E is a formal expression of the form ϕ = 0, where ϕ
is an L-formula, and can be a sentence or have free variables.

If E is the L-condition ϕ(x1, . . . , xn) = 0, and a1, . . . , an ∈ M , where M is an L-
structure, we say a1, . . . , an satisfies, or is true of E, and write thatM ⊧ ϕ(a1, . . . , an) =
0, or M ⊧ E, if ϕM(a1, . . . , an) = 0.

For a non-negative real number r, we define ϕ ≤ r to mean ϕ � r = 0, where � is the
connective in L such that

ϕ � r ∶= �(ϕ, r) = max(ϕ − r,0)
We note that from here on out we will call simply call L-conditions just, conditions.

Definition 1.14. A theory in L is a set of conditions σ = 0, where σ is a sentence from
L.

If T is a theory in L, and M is an L-structure, we say that M models T, and write
M ⊧ T , if M ⊧ σ for every σ = 0 in T .

We also define the theory ofM, denote Th(M), to be the set of conditions σ = 0 such
that σM = 0 and we say that T is complete if it is of such a form.

In set builder notation this can be written as:

Th(M) = {σ = 0 ∶ σM = 0}
1.5. Embeddings. We now present a section on embeddings between metric structures.

Definition 1.15. Let L be a signature andM, N be L-structures. An embedding from
M into N is a metric space isometry

φ ∶ (M,d1)→ (N,d2)
such that:
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● For any n-ary function f of L, and a1, . . . , an ∈M ,

fN (φ(a1), . . . , φ(an)) = φ(fM(a1, . . . , an))
● For any n-ary predicate P of L and a1, . . . , an ∈M ,

PN (φ(a1), . . . , φ(an)) = PM(a1, . . . , an)
● For any constant symbol c of L,

cN = φ(cM)
If the embedding is surjective, then it is an isomorphism, and we say that M is

isomorphic to N and write M ≅ N
Remark 1.16. It is clear that if there exists an embedding fromM into N , then for any
quantier free condition E ϕ = 0, M ⊧ E ⇐⇒ N ⊧ E. For statements with quantifiers
this does not always hold though. The Tarski-Vaught test does characterize when all
sentences are true in both structures, but we will omit it as it does not relate to our
central task.

Definition 1.17. LetM and N be L-structures, then we have the following definitions:

(1) We say that M and N are elementarily equivalent, and write M ≡ N , if for all
sentences σ of L, σM = σN .

(2) We say that M is an elementary extension of N , and write M ⪯ N , if M ⊂ N
and for every L-formula ϕ(x1, . . . , xn) and elements a1, . . . , an ∈M , we have that

ϕM(a1, . . . , an) = ϕN (a1, . . . , an)
In this case we see that necessarily M = N .

If we elementarily equivalent L-structures M and N , then it follows that Th(M) =
Th(N ).

We note that we can have two structures with the same cardinalities in the underlying
set which are elementarily equivalent, but not isomorphic. This weaker relationship be-
tween two structures does sometimes give an isomorphism, and we will study a few cases
in which such a thing happens, both abstractly with general structures and concretely
with a certain class of structures.

Definition 1.18. For any function f ∶ X → Y , the zero set, D, of f such that ∀x ∈
D,f(x) = 0, where D ⊆X.

1.6. Ultraproducts and the Compactness Theorem.

1.7. Types.

Definition 1.19. Consider a metric structure M for a language L. Let M be the un-
derlying space. For any A ⊆M , let L(A) be the language obtained by adding constants
ca for each a ∈ A to the language L.

Definition 1.20. A n-type (ofM) over A is a set of L(A)-conditions φ(x1, . . . , xn) ≤ r.
Definition 1.21. A type t is realized by b̄ if every condition in t is satisfied by b̄.

Definition 1.22. A type t is consistent if for each finite subset {φi(x̄) ≤ ri ∣ i ≤ k} ⊆ t
there exists b̄ such that ∀i ≤ k φi(b̄) ≤ ri.
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Clearly if a type t is realized, then it must be consistent. However the converse is not
generally true. However, by the compactness theorem, t is consistent inM implies that
t is realized in some ultrapower MU .

Definition 1.23. A modelM is countably saturated (ω-saturated) if for every countable
A ⊆M , every consistent type over A is realized in M .

Definition 1.24. A model M omits a type t if there is no element in M that realizes
t.

Definition 1.25. A consistent type t is complete if it is a maximal (with respect to
inclusion) consistent type.

Definition 1.26. We say that t is a complete type of b̄ for some b̄ ∈M if t is the set of
all L(A)-conditions E(x̄) such that M ⊧ E(b̄). We denote t = tpM(b̄).

1.8. Definability.

Definition 1.27. A predicate P is definable over A if there are L(A)-formulas φn(x̄)
such that uniformly converges to P (over bounded sets)

P (x̄) = lim
n→∞φn(x̄) uniformly.

Definition 1.28. A set D is definable if the predicate

P (x) = d(x,D) ∶= inf
y∈D

∥x − y∥

is a definable predicate.

1.9. Atomic models.

Definition 1.29. A complete type p is principal (or definable) if {x ∣ x realizes p} is a
definable set.

Definition 1.30. A model M is atomic if every realized complete type is principal.

Lemma 1.31. Every model M has a countably saturated elementary extension N .

Proof. Let F be the collection of finite subsets of J where J is a set with cardinality ≥
the cardinality of the set of all conditions inM. Let U be the ultrafilter on F generated
by the sets Sj = {i ∈ F ∣ j ∈ i} for each j ∈ J . Notice that it does indeed generate an
ultrafilter, since it satisfies the finite intersection property ({j, k} ∈ Sj ∩ Sk, thus finite
intersections are nonempty). Let N ∶=MU . Clearly N is an elementary extension of
M, sinceM embeds into N via the diagonal embedding (a ∈M ↦ (a, . . . , a) ∈MU), and
by  Loś’s theorem, N ≡M.

To show that N is countably saturated, consider any countable subset A ⊆ M . Let
t(x̄) be any consistent type over A. Since t is consistent, every finite subset u ⊆ t is
realized by some au ∈Mn (i.e. for all L(A)-condition E(x̄) ∈ u, M ⊧ E(au)).

To show that type t will be realized in MU , let α be an surjective function from
J to t. Such a function exists because J has cardinality ≥ the cardinality of the set
of all conditions, and a type is a set of conditions. Given any finite subset i of J , i =
{j1, . . . , jk} ∈ F . Let āi ∈Mn be the element that realizes finite subset {α(j1), . . . α(jk)} ⊆
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t. Such an element exists for every finite subset due to consistency of t. Then ((āi)i∈F )U ∈
MU realizes type t in MU , since by  Loś’s theorem, given any condition φ(x̄) ≤ r in t,

φM
U (((āi)i∈F )U) = lim

i,U
φM(āi) ≤ r

since φM(āi) ≤ r for every i ∈ F since āi was chosen to realize the finite subset picked
by i via α.

�

Lemma 1.32. Let M be a model and let principal type p(x1, . . . , xm) = tpM(a1, . . . , an)
for a1, . . . , an ∈M. Let n >m and q(x1, . . . , xn) be an extension of p (i.e. any condition
in type p is also in type q). Let q be a principal (and complete) type.

For each ε > 0, there exists (b1, . . . , bn) that realizes q in M and satisfies d(aj, bj) ≤ ε
for j = 1, . . . ,m.

Proof. Let D = {x̄ ∈ Mm ∣ x̄ realizes p} and E = {x̄ ∈ Mn ∣ x̄ realizes q}. Since p and
q are principal, D and E are definable sets. Thus d(x̄,D) and d(x̄,E) are definable
predicates. Define the predicate

F (x̄) ∶= inf
ȳ∈Mn−m ∣d(x̄,D) − d((x̄, ȳ),E)∣

Note that F is a definable predicate because it is built from definable predicates. Note
also that x̄ ∈Mm and (x̄, ȳ) ∈Mn. Let N be a countably saturated elementary extension
of M (N exists by Lemma 1.31). Since (a1, . . . , am) is a realization of p in M, q must
be realized in N by an extension of (a1, . . . , am) (since N is countably saturated means
that q, which is consistent since it is complete, will be realized in N ). Now consider F
interpreted by N , since F is a definable predicate. Thus, FN (a1, . . . , am) = 0. SinceM ≡
N , any formula have the same value under both interpretations, thus the limit of any
sequence of formulas have the same value under both interpretations, thus any definable
predicate have the same value under both interpretations. Thus FM(a1, . . . , am) = 0
also.

From F (a1, . . . , an) = 0 in M and the definition of F

F (a1, . . . , am) = inf
ȳ∈Mn−m ∣d((a1, . . . , am),D) − d((a1, . . . , am, ȳ),E)∣ = 0

Recall that (a1, . . . , am) realizes p, thus d((a1, . . . , am),D) = 0, therefore

F (a1, . . . , am) = inf
ȳ∈Mn−m d((a1, . . . , am, ȳ),E) = 0

Therefore, given any ε > 0, there exists c̄ ∈Mn−m such that d((a1, . . . , am, c̄),E) ≤ ε
2 . By

definition of distance,

inf
b̄∈E

d((a1, . . . , am, c̄), b̄) = d((a1, . . . , am, c̄),E) ≤ ε
2

which means that there exists b̄ ∈ E such that d((a1, . . . , am, c̄), b̄) ≤ ε.
Therefore, this b̄ realizes q, and d(aj, bj) ≤ ε for j = 1, . . . ,m.

�

Theorem 1.33. Given M and N separable atomic models, then

M ≡ N ⇐⇒ M ≅ N
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Proof. ( ⇐ ) IfM is isomorphic to N , then clearly they have the same theory, thus they
are elementarily equivalent.

( ⇒ ) Assume M and N are elementarily equivalent. We will use the “back and
forth” method to show an isomorphism between M and N .

Since M is separable, consider a countable set A dense subset of M . Since we will be
taking elements from A one by one, we will let {u1, u2, . . .} = A be an indexing of A by
N. However, when we visit elements from A, we will do it in the following order:

u1, u1, u2, u1, u2, u3, u1, u2, u3, u4, u1, u2 . . .

Note that this will still include every element of A, and by construction, we will in fact
visit very element infinitely many times. Similarly, consider countable set C dense subset
of N , and do the same with it. For any ε > 0, consider δk = ε

2n+1 , so that ∑∞
k=0 δk = ε.

Using Lemma 1.32 we will generate by induction for each n ≥ 0 sequences an ∈Mn and
cn ∈ Nn such that

(1) a0 = c0 = ∅
(2) tpM(an) = tpN (cn)
(3) d((an+1)i, (an)i) ≤ δn and d((cn+1)i, (cn)i) ≤ δn for every i ≤ n

To follow this step by step, we first establish (1) as our basis step for induction.
Certainly (2) holds for the empty sequence (n = 0), since M ≡ N , thus they agree on
the level of sentences. We pick the first element in A using the method above and put
it in a1, then consider p0(x1) = tpM(a1), which is a principal type since M is atomic.
Thus, we can consider type p0 in N and use Lemma 1.32 to show that it is realized by
what we will put into c1, since type p0 is an extension of the type that holds all true
sentences. Note (3) is automatic for n = 0.

Now we assume that tpM(an) = tpN (cn) and call it type p. Pick the next element
of A that is not already in an using the method described above and append it to an
to make an+1. Consider the extension q(x1, . . . , xn+1) = tpM(an+1) of q. Note that since
cn realizes p, and q is an extension of p, and the types are principal since we are in an
atomic model, by Lemma 1.32 q is realized in N , and we will call the sequence that
realizes it cn+1. Note that Lemma 1.32 also gives us d((cn+1)i, (cn)i) ≤ δn for every i ≤ n.
Thus (2) holds: tpM(an+1) = tpN (cn+1), and cn+1 is close to cn in the style of (3). Note
also that since we are only appending when creating an+1, d((an+1)i, (an)i) = 0 ≤ δn, thus
(3) holds.

Since this is a “back and forth” argument, we will do two steps after n. Now that
we have q(x1, . . . , xn+1) = tpM(an+1) = tpN (cn+1), we will extend it again but using C
this time. Pick the next element using the above method from C that is not already
in cn+1 and append it to the end of cn+1, making cn+2. Let r(x1, . . . , xn+2) = tpN (cn+2).
Similar to above, r is an extension of q which was realized in N and both are principal
types. By Lemma 1.32 r is also realized in N , and we will call the realization an+2. Thus
tpM(an+2) = tpN (cn+2). From the lemma, for i = 1, . . . , n + 1, d((an+2)i, (an+1)i) ≤ δn+1.
Obviously d((cn+2)i, (cn+1)i) = 0 ≤ δn+1 as well.

Therefore, we have created sequences an ∈ Mn and cn ∈ Nn for every n, and any
element in dense subsets A ⊆M or C ⊆ N will eventually be included in some an or cn.
However, notice that the an and cn shifts slightly every two steps, i.e. earlier ones are
not initial segments of later ones. This is how we fix it:
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For each j, the consider the sequence of the jth coordinate of an and cn. In other
words, consider sequences (an)j and (cn)j as n goes from j to infinity (we start from j
because anything lower will not have a jth coordinate). Notice that the two sequences
are Cauchy, because in each step we have bounded the difference by δk, and the sum of
all ∑ δk = ε. Therefore, given any ε > 0, there exists K such that ∑K

k=0 δk > ε− ε, thus the
difference between two terms with indices larger than K will be at most ∑∞

k=K δk ≤ ε.
Because we have Cauchy sequences and the metric space is complete, we will call the

limits
(jth coordinate of an)Ð→ bj

(jth coordinate of cn)Ð→ dj
Therefore, our isomorphism will take bj to dj. To verify this, we need to check that it
is an elementary map.

Consider any formula φ(x1, . . . , xm). The value of φ on bj’s can be written as φ(bσ(1), . . . , bσ(m)).
Let φM(bσ(1), . . . , bσ(m)) = R. Since tpM(b1, . . . , bn) = tpN (d1, . . . , dn) for all n ≥ 0, let
n = max{σ(k) ∣ 1 ≤ k ≤m}. Thus

∀r < R (φ(xσ(1), . . . , xσ(m)) ≤ r) ∉ tpM(b1, . . . , bn)
and

∀r ≥ R (φ(xσ(1), . . . , xσ(m)) ≤ r) ∈ tpM(b1, . . . , bn)
Therefore

∀r < R (φ(xσ(1), . . . , xσ(m)) ≤ r) ∉ tpN (d1, . . . , dn)
and

∀r ≥ R (φ(xσ(1), . . . , xσ(m)) ≤ r) ∈ tpN (d1, . . . , dn)
Thus,

φ(dσ(1), . . . , dσ(m)) = R = φ(bσ(1), . . . , bσ(m))
as desired, showing that bj ↦ dj is an isomorphism.

To extend this isomorphism to M and N , we now have to verify that the the sets
{bj ∣ j ∈ N} is dense in M , and {dj ∣ j ∈ N} is dense in N .

Given any ε′ > 0 and any element x ∈M , we recall that

d(bj, (an)j) ≤
∞
∑
k=n

δk = ε −
n−1

∑
k=0

δk

Thus we can pick K such that for all n >K,

d(bj, (an)j) ≤
ε′

2
Now since A is a dense subset of M , and every a ∈ A is included in infinitely many

an due to each element being visited infinitely many times, the set {a ∣ ∃n a ∈ an} is
also dense in M . In fact, due to elements being infinitely many times, every a ∈ A is
included in some an even when we consider n where n >K. Therefore, the following set
is also dense in M .

S ∶= {a ∣ ∃n >K a ∈ an}
Note that by definition of K, any s ∈ S has d(s, bj) ≤ ε′

2 for some j depending on which
coordinate the s came from. By density of S in M , given any x ∈M , there exists s ∈ S
such that d(x, s) ≤ ε′

2 . By triangle inequality there exists some bj such that
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d(x, bj) ≤ d(x, s) + d(s, bj) ≤
ε′

2
+ ε

′

2
≤ ε′

Therefore, {bj ∣ j ∈ N} is dense in M , and by the same argument, {dj ∣ j ∈ N} is dense
in N . Thus, from the isomorphism bj ↦ dj, we have an isomorphism F betweenM and
N by continuity of formulas using the following:

Given any x ∈M , by density of {bj ∣ j ∈ N} there exists a sequence (bσ(j)) of elements
in {bj ∣ j ∈ N} that converges to x. Let y ∈ N be the limit of the sequence (dσ(j)). Define
F (x) ∶= y. By the continuity of formulas, given any formula φ,

φ(x) = φ(lim bσ(j)) = limφ(bσ(j)) = limφ(dσ(j)) = φ(limdσ(j)) = φ(y)
Therefore, F ∶M → N is an isomorphism.

�

1.10. Stability.

Definition 1.34. A condition φ(x, b̄) ≤ r is stable if for all ε ≥ 0 there is δ ≥ 0 such that

φ(a, b̄) ≤ r + δ Ô⇒ there exists a′ such that ∥a′ − a∥ ≤ ε and φ(a, b̄) ≤ r
Sometimes we will refer to formulas or definable predicates as being stable if it is obvious
which r we are talking about (usually when r = 0)

Our primary motivation for considering stable conditions is that we wish to quantify
over them in formulas or definable predicates, depending on what the condition was
built from.

To prove that we can infact quantify variables over stable L-formulas, we first need a
proposition.

Proposition 1.35. Let F,G ∶ X → [0,1] be arbitrary functions such that for all ε > 0
there is δ > such that for all x ∈X we have

F (x) ≤ δ Ô⇒ G(x) ≤ ε.
If this is true, then we there exists an increasing, continuous function α ∶ [0,1] → [0,1]
such that α(0) = 0 and for all x ∈X we have

G(x) ≤ α(F (x)).
Proof. For a proof, see Proposition 2.10 of [1]. �

We now prove that we can indeed quantify variables over stable conditions.

Lemma 1.36. Given a stable L-formula ψ(x1, . . . , xn) and L-formula φ(x1, . . . , xn, y1, . . . , ym),
there exists an L-formula θ(y1, . . . , ym) such that

θ(ȳ) = inf
ψ(x̄)=0

φ(x̄, ȳ).

Proof. First we will show that there exist an L-formula for d(x,D) where D the zero
set of ψ. Since ψ is a stable formula, by definition for all ε > 0 there is δ > 0 such that
for all x with ψ(x) < δ, we can find x′ ∈Mn such that ∥x − x′∥ < ε and ψ(x′) = 0. Since
x′ ∈D, we have

d(x,D) = inf
x∈D

∥x − y∥ ≤ ∥x − x′∥ < ε.
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Now by Proposition 1.35, there exists a continuous increasing function α ∶ R → R with
α(0) = 0 such that d(x,D) ≤ α(ψ(x)).

Define the follwing L-formula by

F (x) ∶= inf
y

min{α(ψ(y)) + ∥x − y∥,2}.

Note that ∥x − y∥ ≤ 2 since x, y ∈ B1. We wil now show that F (x) = d(x,D).
Since D ⊂Mm, we have

F (x) = inf
y

min{α(ψ(y)) + ∥x − y∥,2}

≤ inf
y∈D

min{α(ψ(y)) + ∥x − y∥,2}

= inf
y∈D

min{α(0) + ∥x − y∥,2}

= inf
y∈D

∥x − y∥ = d(x,D).

For the reverse inequlity, recall that d(x,D) ≤ α(ψ(y)), thus by the triangle inequality

F (x) ≥ inf
y

min{d(y,D) + ∥x − y∥,2} ≥ inf
y

min{d(x,D),2} = d(x,D).

Therefor, we have an L-formula F (x) = d(x,D) as desired.

To show that we can quantify over D, we use Proposition 1.35 with the modulus of
uniform continuity for φ(x, y) over x. In other words, let β ∶ R → R be a continuous
increasing function with β(0) = 0 such that ∣φ(x, y) − φ(z, y)∣ ≤ β(∥x − z∥).

We will show that the L-formula

θ(y) ∶= inf
x
φ(x, y) + β(F (x))

is equal to infx∈D φ(x, y).
By definition of β,

φ(x, y) ≤ φ(z, y) + β(∥x − z∥)
for all x, z ∈Mn and y ∈Mm.

By taking the infimum over x ∈D of both sides, since β is increasing, we obtain

inf
x∈D

φ(x, y) ≤ φ(z, y) + β(inf
x∈D

∥x − z∥) = φ(z, y) + β(d(z,D). (1.1)

Now if we take infimum over z ∈D of the right hand side of (1.1)

inf
z∈D

φ(z, y) + β(d(z,D)) = inf
z∈D

φ(z, y).

Since D ⊆Mn,

inf
z
φ(z, y) + β(d(z,D) ≤ inf

z∈D
φ(z, y) + β(d(z,D) = inf

z∈D
φ(z, y).

Thus, since the inequality (1.1) holds for any z, it certainly holds for infz, so we have

inf
x∈D

φ(x, y) ≤ inf
z
φ(z, y) + β(F (z)) ≤ inf

z∈D
RHS = inf

x∈D
φ(x, y).

Therefore,
inf
x∈D

φ(x, y) = inf
z
φ(z, y) + β(F (z)) = θ(y)

where θ is a L-formula as desired. �
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Corollary 1.37. The sup case of Lemma 1.36 also holds, i.e. there exists L-formula θ′

such that
θ′(y) = sup

ψ(x)=0

φ(x, y)

Proof. Simply consider φ(x) = −φ(x) in Lemma 1.36

inf
x∈D

(−φ(x, y)) = inf
z
(−φ(z, y)) + β(F (z))

Ô⇒ − inf
x∈D

(−φ(x, y)) = − inf
z
(−φ(z, y)) − β(F (z))

Ô⇒ sup
x∈D

φ(x, y) = sup
z
φ(z, y) − β(F (z)) = θ′(y)

�

2. C∗-Algebras

2.1. Introduction to C∗-algebras. At the end of this paper, we would like to use
the continuous model theory outlined above, in conjunction with C∗-algebra theory, to
describe C∗-algebras. Thus, a brief introduction to C∗-algebras is necessary; this will
unfortunately be a definition heavy section, along with theorems which are necessary to
complete the goals that we wish to attain.

We begin with the usual definition of a C∗-algebra, which we will describe inductively.

Definition 2.1. An algebra over C is a complex vector space A over C with an asso-
ciative multiplication (a, b) ∈ A ×A ↦ ab ∈ A which is compatible with the vector space
structure.

A Banach algebra is a Banach space A over C and an algebra over C in which the
multiplication satisfies

∥ab∥ ≤ ∥a∥∥b∥ for a, b ∈ A.
Note that we know we have a norm on A as A is a Banach space (a vector space which
is complete in norm).

A C∗-algebra is a Banach algebra A over C with an involution a ↦ a∗ which is
conjugate linear and satisfies the following properties for all a, b ∈ A:

● (a∗)∗ = a,
● (ab)∗ = b∗a∗,
● ∥a∗∥ = ∥a∥,
● and the C∗-identity, ∥a∗a∥ = ∥a∥2.

Another important definition is what we mean by homomorphism in the language of
C∗-algebras.

Definition 2.2. A ∗-homomorphism is a homomorphism φ between two C∗-algebras A
and B satisfying φ(a∗) = φ(a)∗ for all a ∈ A.

There are important elements of C∗-algebras we often work with. The names given
to these elements will become apparent after reading teh section on bounded operators.

Definition 2.3. Let A be a C∗-algebra.
An element a ∈ A is self-adjoint if a = A∗.
An element p ∈ A is a projection if p = p∗ = p2.
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If 1 ∈ A, an element t ∈ A is an isometry if tt∗ = 1.
An element s ∈ A is a partial isometry if ss∗s = s.
An element u ∈ A is unitary if uu∗ = u∗u = 1.

We wish to introduce a heavy theorem known as The Continuous function calculus.
This theorem will allow us to describe elements of a C∗-algebra in terms of functions on
C. To do this, we must begin with the notion of invertibility.

Definition 2.4. Let A be a C∗-algebra with 1. An element a ∈ A is invertible if there
exists b ∈ A such that ab = ba = 1. If this element exists, we write b = a−1, the inverse of
a. We write A−1 for the set of invertible elements in A.

These invertible elements behave exactly as we expect them to.

Lemma 2.5. Let A be a C∗-algebra with 1. Let a ∈ A−1, then a−1 is unique and (ab)−1 =
b−1a−1 for all b ∈ A−1.

Proof. Suppose c, d ∈ A such that ac = ca = 1 and ad = da = 1. The we have

c = c1 = c(ad) = (ca)d = 1d = d.
For the second claim, we simply have

(ab)(b−1a−1) = a(bb−1)a−1) = a1a−1 = 1

Similarly for the left inverse. �

We now introduce a concept akin to eigenvalues of matrices.

Definition 2.6. Let A be a C∗-algebra with 1 and let a ∈ A. Then the spectrum of a
denoted σ(a) is the subset of C defined by

σ(a) ∶= {λ ∈ C ∶ (a − λ1) ∉ A−1}.

The continuous functional calculus can only be applied to certain elements. Fortu-
nately though, these types of elements include a lot of the important elements that we
most often work with.

Definition 2.7. Let A be a C∗-algebra. We say a ∈ A is normal if aa∗ = a∗a.

Example 2.8. All self adjoint elements are obviously normal; these fortunately include
projections. Recall that an element u of a C∗-algebra is unitary if uu∗ = u∗u = 1, thus
all unitary elements are normal.

The last definition needed before stating the continuous functional calculus is what
we mean when we talk about an algebra generated by an element.

Definition 2.9. Let A be a C∗-algebra with 1. Let a ∈ A, then C∗(a) is the C∗-algebra
generated by a and 1, and is the smallest C∗-subalgebra of A containing both a and 1.

Alternatively, it is the norm closure of the ∗-subalgebra of A made of linear combi-
nations of elements of the form

am1(a∗)n1am2(a∗)n2⋯amp(a∗)np

where mi, ni ≥ 0.
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The ‘small’ requirement that a is a normal element simplifies this expression to

C∗(a) = span{∑λm,na
m(a∗)n ∶m,n ≥ 0} .

It is important to note that C∗(a) ⊆ A.

We can now state the continuous function calculus theorem. Unfortunately to provide
a proof, we would have to go into a lot more C∗-algebra theory, which is not the aim of
this project.

To motivate this, we pose the following. Suppose we have a C∗-algebra A and a ∈ A.
We want to know, when can we write a = b2 for b ∈ A? i.e. can we form

√
a?

Consider the function f(z) = ∑ cnzn, we wish to be able to write f(a) = ∑ cnan for
a ∈ A, similarly for the function f(z) = 1/z, then we want f(a) = a−1. Obviously this is
not always defined, the continuous functional calculus tells us when it is. We can also
take the function f(z) = √

z, the continuous functional caluclus is the answer to our
problems.

Theorem 2.10. (The continuous functional calculus). Let A be a C∗-algebra with
1. Let a ∈ A be a normal element. Then there is a unique unital ∗-homomorphism
Γ ∶ C(σ(a) → A which takes the identity function, ι ∶ z → z to a, i.e. Γ(ι) = a.
Furthermore, Γ ∶ C(σ(a))→ C∗(a) is an isomorphism.

We normally will just write f(a) when we mean Γ(f), but we will say f(a) is defined
by the continuous functional calculus for a. Lets see this in action.

Example 2.11. Let f(z) = 1/z. Let A be a C∗-algebra with normal element a such
that f is well defined on σ(a). Since multiplication in C(σ(a)) is simply pointwise
multiplication, we have that f = ι−1, ie, it is the inverse of ι in C(σ(a)). Now, since Γ
is unital, it takes inverses to inverses, so we have

f(a) = Γ(f) = Γ(ι−1) = Γ(ι)−1 = a−1

2.2. Bounded operators.

2.3. Bounded operators. We often talk of the bounded linear operators over a Hilbert
space. It turns out that this is ‘the’ example of a C∗-algebra, we’ll talk a little bit about
why soon. So in this section, we will simply introduce what we mean when we say
bounded operators, we will show why they are an example of a C∗-algebra, and we will
discuss what we mean by the above statement.

Definition 2.12. Let H be a Hilbert space. The map T ∶ H → H is a bounded linear
operator if T is linear and there exists C ∈ R such that

∥Th∥ ≤ C∥h∥ for all h ∈H.
We may ask the question why we are interested in these operators with a bound; it

turns out that they are infact the continuous operators on H.

Proposition 2.13. Suppose His a Hilbert space and T ∶ H → H is a linear operator.
Then the following statements are equivalent:

(1) T is continuous on H.
(2) T is continuous at 0.
(3) There exists a C ∈ R such that ∥Th∥ ≤ C∥h∥ for all h ∈H.
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Proof. (1 Ô⇒ 2) is trivial.
(2 Ô⇒ 3) We note that T continuous at 0 says that for every ε > 0, there is a δ > 0
such that

∥h − 0∥ = ∥h∥ ≤ δ Ô⇒ ∥Th − T0∥ = ∥Th∥ < ε.
Take h = 0, then we have for a fixed h0 ∈ H, ∥T0∥ = 0∥Th0∥ = 0∥h0∥. This shows that
when h = 0, T is bounded.

Now assume h ≠ 0 and fix ε > 0. If we take the vector δh
∥h∥ , the norm of this vector is

given by

∣ δh∥h∥∣ =
1

∥h∥ ∣δ∥∣h∥ = δ.

So this vector satisfies our condition for continuity, so we know that

∥T ( δh∥h∥)∥ < ε Ô⇒
δ

∥h∣ ∥Th∥ ≤ ε Ô⇒ ∥Th∥ ≤ ε∥h∥
δ

So now take C = ε
δ , and we have that ∥Th∥ ≤ C∥h∥ as required.

(3 Ô⇒ 1) Suppose C satisfies ∥Th∥ < C∥h∥ and {hn} is a sequence in H satisfying
hn → h ∈H.

∥Thn − Th∥ = ∥T (hn − h)∥ ≤ C∥hn − h∥→ 0

Ô⇒ Thn → Th for all hn → h ∈H.
Which tells us that T is continuous on H. �

What is very interesting of this proposition above is that continuous everywhere is
equivalent to just continuous at 0. This proposition outlines why we were interested in
bounded linear operators. We will now begin to discuss them as C∗-algebras. We begin
this by defining a norm on the operator; the natural choice would be the lowest bound
for the operator.

Proposition 2.14. If T is a boudned linear operator on a Hilbert space H, we define
the operator norm as the greatest lower bound of bounds on T; that is,

(1) ∥T ∥op = inf{C ∶ ∥Th∥ ≤ C∥h∥ for all h ∈H}
Equivalently, we can define ∥T ∥op by

(2) ∥T ∥op = sup{∥Th∥ ∶ ∥h∥ ≤ 1}.

Moreover, ∥T ∥op is a bound for T .

Proof. Take (2), fix h ∈ H such that ∥h∥ ≤ 1. Since T is bounded, we know the set
defined in (2) is non-empty, and that there exists C such that:

∥Th∥ ≤ C∥h∥ ≤ C.

So the set is bounded by C, so the least upper bound is well defined.
Since C is an upper bound for (2), we have that ∥T ∥ ≤ C, as ∥T ∥ is the least upper

bound. We can also see that this C lies in the set {C ∶ ∥Th∥ ≤ C∥h∥ for all h ∈ H}.
Since ∥T ∥ ≤ C, ∥T ∥ is a lower bound for this set.



APPLICATIONS OF LOGIC TO OPERATOR ALGEBRAS 17

Now, for any h ∈H, we have that

1

∥h∥∥Th∥ = ∥T h

∥h∥∥ ≤ ∥T ∥

Ô⇒ ∥Th∥ ≤ ∥T ∥∥h∥
Ô⇒ ∥T ∥ ∈ {C ∶ ∥Th∥ ≤ C∥h∥ for all h ∈H}.

Now, since ∥T ∥ is a lower bound of the set, and it is in the set, it must be the greatest
lower bound. So we have

∥T ∥ = inf{C ∶ ∥Th∥ ≤ C∥h∥ for all h ∈H}.
�

We now need to show that the operator norm defined above, is infact a norm; i.e. it
satisfies the norm axioms. But first we need to ensure that the bounded operators form
a vector space.

Proposition 2.15. If H is a Hilbert space, then the set B(H) of bounded linear oper-
ators is a vector space under operations

(S + T )(h) = Sh + Th for all h ∈H
(cT )(h) = c(Th) for all c ∈ C, h ∈H

Proof. Suppose S,T ∈ B(H). Then (S + T ) is linear since

(S + T )(ah + k) = S(ah + k) + T (ah + k)
= aSh + Sk + aTh + Tk
= a(Sh + Th) + (Sk + Tk)
= a(S + T )h + (S + T )k.

It is bounded since

∥(S + T )h∥ = ∥Sh + Th∥
≤ ∥Sh∥ + ∥Th∥
≤ ∥S∥op∥h∥ + ∥T ∥op∥h∥
= (∥S∥op + ∥T ∥op)∥h∥.

So S + T is linear and bounded, hence the set is closed under vector addition. Now

(cT )(ah + k) = c(T (ah + k))
= c(aTh + Tk)
= acTh + cTk
= a(cT )h + (cT )k

And so (cT ) is linear. Now to see that (cT ) is bounded,

∥(cT )h∥ = ∥cTh∥
= ∣c∥∣Th∥
≤ ∣c∣∥T ∥op∥h∥
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So cT is linear and bounded, hence, the set is closed under scalar multiplication.
Now observe that (0)h = 0. We have

(0)(ah + k) = 0 = a(0)h + (0)k
∥0h∥ = ∥0∥ ≤ ∣c∥∣h∥ for all c ∈ R

So the zero operator is contained in the bounded operators, so B(H) is a vector space.
�

Now that we know B(H) forms a vector space, we must show that the operator norm
is infact a norm.

Lemma 2.16. The operator norm is a norm in the sense that

(1) ∥λT ∥op = ∣λ∥∣T ∥op
(2) ∥S + T ∥op ≤ ∥S∥op + ∥T ∥op
(3) ∥T ∥op = 0 Ô⇒ T = 0

Proof. The proofs are relatively simple, by manipulation of the definition of the operator
norm. For (1),

∥λT ∥op = sup
∥h∥≤1

∣λ∥∣Th∥ = ∣λ∣ sup
∥h∥≤1

∥Th∥ = ∣λ∥∣T ∥op.

For (2),

∥S +T ∥op = sup
∥h∥≤1

∥(S +T )h∥ ≤ sup
∥h∥≤1

(∥Sh∥+ ∥Th∥) = sup
∥v∥≤1

∥Sh∥+ sup
∥h∥≤1

∥Th∥ = ∥S∥op + ∥T ∥op.

And finally for (3),

∥T ∥ = 0 Ô⇒ sup
∥h∥≤1

∥Th∥ = 0 Ô⇒ Th = 0 for all h with ∥h∥ ≤ 1

Now by linearity, we can write any vector as a unit vector times its length, so

Th = T ∥h∥ h

∥h∥ = ∥v∥T ( h

∥h∥) = 0 for all h ∈H Ô⇒ T = 0.

We now show that B(H) is infact a Banach space under the operator norm.
�

Proposition 2.17. Let H be a Hilbert space, then B(H) is complete in the operator
norm.

Proof. To show completeness, we wish to show that every Cauchy sequence in B(H) con-
verges to an element in B(H). That is, for (Tn) ∈ B(H) with ∥Tn−Tm∥op → 0 as m,n→
∞, there exists T ∈ B(H) such that ∥Tn − T ∥op → 0 as n→∞

Fix h ∈H
∥Tmh − Tnh∥ ≤ ∥Tm − Tn∥op∥h∥→ 0.

Which says {Tnh} is Cauchy in H. Since H is complete, there exists k ∈ H such that
Tnh→ k. Define T ∶H →H by Th = k, so Tnh→ Th. We want to show that this T is in
B(H) and then that Tn → T .

Now, for h, k ∈H, c ∈ C, we have

Tn(ch + k)→ T (ch + k)
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but, since Tn is linear, we have

Tn(ch + k) = cTnh + Tnk → cTh + Tk.
But since Tn converges to a unique element, we have that

T (ch + k) = cTh + Tk,
proving T is linear.

Since Tn is Cauchy, for all ε > 0, there is an N ∈ N such that

m,n ≥ N Ô⇒ ∥Tn − Tm∥ < ε.
Fix n ≥ N , we have that

∥Tn∥ − ∥TN∥∣ < ∥Tn − TN∥ < ε Ô⇒ ∥Tn∥ < ε + ∥TN∥.
Which shows that Tn is bounded, which means there is some C satisfying

∥Tn∥ ≤ C Ô⇒ ∥Tnh∥ ≤ C∥h∥ for all h ∈H
∥Th∥ = lim

n→∞ ∥Tnh∥ ≤ C∥h∥ for all h ∈H.
So T is bounded. Telling us that T ∈ B(H).

Now we want to show that Tn → T . Fix ε > 0, since Tn is cauchy, there is an N ∈ N
such that

m,n ≥ N Ô⇒ ∥Tm − Tn∥op <
ε

2
.

Fix n ≥ N , for all h ∈H and for m ≥ N , we have

∥Tmh − Tnh∥op <
ε

2
∥h∥

∥Th − Tnh∥op ≤
ε

2
∥h∥

∥(T − Tn)h∥op ≤
ε

2
∥h∥

∥T − Tn∥op ≤
ε

2
< ε

Ô⇒ T → Tn in operator norm.

�

We now define a multiplication on B(H), we show that under this multiplication,
B(H) forms a Banach algebra.

Proposition 2.18. Let H be a Hilbert space and fix S,T ∈ B(H). Then the composition
ST = S ○ T defined by (ST )v = S(Tv) is a boudned linear operator on H with ∥ST ∥op ≤
∥S∥op∥T ∥op.
Proof. For each h, k ∈H and c ∈ C, we have

(ST )(ch + k) = S(T (ch + k))
= S(cTh + Tk)
= ScTh + STk
= c(ST )h + (ST )k
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Hence ST is linear. Now we must show ST is bounded. We have

∥ST ∥op = sup
∥h∥≤1∥

∥STh∥ ≤ sup
∥h∥≤1∥

∥S∥op∥Th∥ = ∥S∥op∥T ∥op,

which tells us ST is bounded. So ST ∈ B(H) and ∥ST ∥op ≤ ∥S∥op∥T ∥op. �

We have now shown that B(H) is infact a Banach algebra. To show that B(H) is
infact a C∗-algebra, we must show that adjoint elements exist, and that they satisfy the
C∗-algebra axioms. Since we are working on bounded operators over Hilbert spaces, we
have an inner product defined. This is the one property we have not yet used, infact, it
turns out everything up until now works for bounded operators over any Banach space,
but this is where the Hilbert space criteria is essential.

Theorem 2.19. Let H be a Hilbert space. For every bounded linear operator T on H,
there is a unique bounded linear operator T ∗ on H such that

(Th∣k) = (h∣T ∗k) for all h, k ∈H

Furthermore, the adjoint operation T ↦ T ∗ satisfies

(a) (cS + dT )∗ = cS∗ + dT ∗,
(b) (ST )∗ = T ∗S∗,
(c) (T ∗)∗ = T ,
(d) ∥T ∗∥op = ∥T ∥op,
(e) ∥T ∗T ∥op = ∥T ∥2

op.

Proof. To show the existence of T ∗, fix k ∈H. Let φT,k ∶H → C by φT,k(h) = (Th∣k) We
want to show φT,k is a bounded linear functional.

φT,k(ch1 + h2) = (T (ch1 + h2)∣k)
= (cTh1 + Th2∣k)
= c(Th1∣k) + (Th2∣k)
= cφT,k(h1) + φT,k(h2).

Which shows φT,k is linear.
To show that φT,k is bounded,we note that

∣φT,k(h)∣ = ∣(Th∣k)∣ ≤ ∥Th∥∥k∥ ≤ ∥T ∥op∥h∥∥k∥.

This says that φT,k is bounded, and hence is a bounded linear functional.
Now, by Riesz Representation Theorem, there exists Sk ∈H such that

φT,k(h) = (h∣Sk) for all h ∈H,

and ∥φT,k∥op = ∥Sk∥.
Since this is for any arbitrary k, there is a function S ∶H →H satisfying

(h∣Sk) = φT,k(h) = (Th∣k) for all h, k ∈H.

We now let S = T ∗.
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To show T ∗ ∈ B(H), fix k1, k2 ∈H, c ∈ C and let h ∈H.

(T ∗(ck1 + k2)∣h) = (h∣T ∗(ck1 + k2)
= (Th∣ck1 + k2)
= c(Th∣k1) + (Th∣k2)
= c(Th∣k1) + (Th∣k2)
= c(h∣T ∗k1) + (h∣T ∗k2)
= c(T ∗k1∣h) + (T ∗k2∣h)
= (cT ∗k1 + T ∗k2∣h)

This says that T ∗(ck1 + k2) = cT ∗k1 + T ∗k2, which says T ∗ is linear.
To show T ∗ is bounded, we recall that ∥φT,k∥op = ∥Sk∥ = ∥T ∗k∥. So we have

∥T ∗k∥ = ∥φT,k∥op ≤ ∥T ∥op∥k∥ Ô⇒ T ∗ is bounded and ∥T ∗∥op ≤ ∥T ∥op.
Now, to show uniqueness, fix h, k ∈H and suppose (h∣T ∗k) = (h∣Sk).

(h∣T ∗k) = (h∣Sk) Ô⇒ (h∣T ∗k) − (h∣Sk) = 0

Ô⇒ (h∣T ∗k) − (h∣Sk) = 0

Ô⇒ (h∣T ∗k − Sk) = 0

Ô⇒ (h∣(T ∗ − S)k) = 0

Ô⇒ ∥(T ∗ − S)k∥ = 0

Ô⇒ (T ∗ − S)k = 0

Ô⇒ T ∗ − S = 0

Ô⇒ T ∗ = S

For all of the following, fix h, k ∈H.
Now for the proof of (a), we have

((cS + dT )h∣k) = (cSh∣k) + (dTh∣k)
= c(Sh∣k) + d(Th∣k)
= c(h∣S∗k) + d(h∣T ∗k)
= (h∣cS∗k) + (h∣dT ∗k)
= (h∣cS∗k + dT ∗k)
= (h∣(cS∗ + dT ∗)k).

Which says that (cS + dT )∗ = cS∗ + dT ∗.
For (b), we calculate

(ST (h)∣k) = (S(Th)∣k) = (Th∣S∗k) = (h∣T ∗S∗k).
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which gives us (ST )∗ = T ∗S∗.
For (c), we simply note

(T ∗h∣k) = (k∣T ∗h) = (Tk∣h) = (h∣Tk) Ô⇒ (T ∗)∗ = T.

For (d), remembering that we already showed ∥T ∗∥ = ∥T ∥, we then use part (c) to
show

∥T ∥ = ∥(T ∗)∗∥ ≤ ∥T ∗∥ ≤ ∥T ∥ Ô⇒ ∥T ∥ = ∥T ∗∥.

And for (e), we begin by

∥T ∗T ∥ ≤ ∥T ∥∥T ∗∥ = ∥T ∥∥T ∥ = ∥T ∥2.

Now for the reverse inequality

∥Th∥2 = (Th∣Th) = (h∣T ∗Th) ≤ ∥h∥∥T ∗Th∥ ≤ ∥T ∗T ∥∥h∥2.

Which gives

∥T ∥2 = sup
∥h∥≤1

∥Th∥2 ≤ sup
∥h∥≤1

∥T ∗T ∥∥h∥ ≤ ∥T ∗T ∥.

And so ∥T ∥2 ≤ ∥T ∗T ∥ ≤ ∥T ∥2 Ô⇒ ∥T ∥2 = ∥T ∗T ∥. �

We can see from this theorem that B(H) satisfies all the final axioms of a C∗-algebra;
thus B(H) is infact a C∗-algebra. But there is more to the story.

Definition 2.20. Let A be a C∗-algebra. A representation of A on a Hilbert space H
is a homomorphism π of A into the algebra B(H). When A has an identity 1, we say
that π is nondegenerate if π(1) = 1, in general π is nondegenerate if

span{π(a)h ∶ a ∈ A,h ∈H}

is dense in H. A representation π is faithful if it is injective.

Theorem 2.21 (Gelfand-Naimark). Every C∗-algebra A has a faithful nondegenerate
representation.

So basically, this is saying that every C∗-algebra is isomorphic to B(H) for some
Hilbert space H. This is a big result, and is due to the Gelfand-Naimark-Segal theorem,
which is a constructive proof. The GNS-construction provides the method to obtain
what is known as the GNS-representation associated to f , where f is a positive functional
on a C∗-algebra. Furthermore, it can be shown that for each element a of a C∗-algebra
A, there is a functional f satisfying f(a∗a) = ∥a∥2. By taking the direct product of each
functional on all elements over the C∗-algebra, we obtain the faithful nondegenerate
representation. The proof of all this is outside of the focus of this paper.

2.4. Projections and Partial Isometries. I have some stuff to put in here, plus some
stuff further down will go in here...still editing, alex(aus)
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2.5. Matrix Algebras. In this section, we seek to develop important aspects of matrix
algebras that will aid our analysis of UHF and AF algebras in later sections. For the
majority of this section, we will be in MnC. We first make note the following well known
theorem, whose proof we omit:

Theorem 2.22. A matrix A is unitarily diagonalizable if and only if it is normal (i.e.,
if A∗A = AA∗, then A = UDU∗ for some unitary U and diagonal matrix D).

Furthermore, we state the following definition which is plays an important role in
many algebras along with Mn(C).
Definition 2.23. We say that two projections p and q in an algebra A are Murray−von
Neumann Equivalent and write p ∼ q if there exists a v ∈ A such that

vv∗ = p and v∗v = q
Next, we define a standard map from linear algebra, the function trace. Here we

would like to make a strong warning to the reader not to confuse the trace function
with a function that is a trace, especially since the trace function is not a trace! This
unfortunate convention is very standard and so to try and cause little confusion to
the reader, who probably has some familiarity with the trace function, we follow said
conventions.

Definition 2.24. Let A = (aij)1≤i,j≤n. Then we define

trace(A) =
n

∑
i=1

aii

Remark 2.25. It follows from the definition that trace ∶ Mn(C) → C is a linear map,
and furthermore it is not hard to check that trace(AB) = trace(BA). We also note
that if A is a normal matrix, then if A = UDU∗ is the unitary diagonalization of A,
trace(A) = trace(UDU∗) = trace(U(DU∗)) = trace(DU∗U) = trace(D).
Lemma 2.26. Let P ∈ Mn(C) be an orthogonal projection matrix (i.e. P 2 = P ∗ = P ).
Then

Cn = range(P )⊕ker(P )
Proof. We only need to show that

(∀v ∈ Cn)(∃!u,w) such that (v = u +w) ∧ (u ∈ range(P ),w ∈ ker(P ))
Let v ∈ Cn and let w = v − Pv. Then

Pw = P (v − Pv) = Pv − P 2v = Pv − Pv = 0⇒ w ∈ ker(P )
Therefore we have that v = Pv+w, where Pv ∈ range(P ) and w ∈ ker(p) for an arbitary
v ∈ Cn.

We now show this representation is unique. First note that range(P ) and ker(P ) are
subspaces of Cn, and furthermore that range(P )∩ker(P ) = {0}. Suppose we have that

∃u′,w′ ∈ Cn such that v = u +w = u′ +w′.

Then
u − u′ = w′ −w⇒ u − u′ = w′ −w = 0⇒ u = u′,w = w′

�
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Lemma 2.27. Let P ∈Mn(C) be an orthogonal projection matrix. Then the eigenvalues
of P are restricted to the values 0 and 1.

Proof. Suppose we have, for some non-zero x ∈ Cn, that Px = λx for some λ ∈ C. Then
let by the previous lemma, x = u + v, where u ∈ ker(p), v ∈ range(p). We then have
that Px = P (u+ v) = u = λx, so x is a scalar multiple of u, and since the range of P is a
subspace, λx ∈ range(P ). Therefore

λx = P (λx) = λPx = λ2x⇒ λ2 − λ = 0⇒ λ = 0 or λ = 1

�

Lemma 2.28. Let P be a projection. Then rank(P ) = trace(P ). This also implies that
for any projections P and Q, trace(Q) = trace(P ) if and only if rank(P ) = rank(Q).

Proof. P is normal so we can write P = UDU∗ where U is a unitary and D is a diagonal
matrix with the entries being restricted to the eigenvalues of P.

Note that
P (range(P )) = range(P ) and P (ker(P )) = {0}

so by lemma 2.26, the multiplicity of 1’s in D is m ∶= dim(range(P )). Since the rest of
the entries in D have to be 0’s, it follows that

trace(D) =m = dim(range(P )) = rank(P )
�

We next define what a trace function is.

Definition 2.29. Let τ ∶ A → C, where A is some unital C*-algebra. Then we call τ a
trace function if it has the following properties:

(1) τ is linear
(2) For all a ∈ A, τ(a∗a) ⊆ [0,∞), i.e. τ is positive.
(3) For all a, b ∈ A, τ(ab) = τ(ba)
(4) τ(I) = 1

Remark 2.30. It follows directly from the definitons that for two projections P,Q in a
C*-algebra, and for any trace τ , τ(P ) = τ(Q) if P ∼ Q.

We now define an actual trace on a matrix algebra.

Proposition 2.31. For A = (aij)1≤i,j≤n, let

tr(A) = 1

n
trace(A) = 1

n

n

∑
i=1

aii

Then tr is a trace function.

Proof. The linearity of tr follows from the linearity of trace, and tr(I) = 1 is also clear.
Also, we get that

tr(AB) = 1

n
trace(AB) = 1

n
trace(BA) = tr(BA)

To show positivity, we multiply out and see that:

tr(A∗A) = 1

n

n

∑
i=1

āiai ≥ 0
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where ai denotes the ith column of A, and āiai denotes the standard inner product of
ai with itself in Cn. This shows tr is indeed a trace function.

�

We note that one can easily see that again we have that for projections P and Q,
rank(P ) = rank(Q) if and only if tr(P ) = tr(Q).
Proposition 2.32. Let P and Q be projection matrices. Then P ∼ Q if and only if
tr(P ) = tr(Q), which is itself equivalent to rank(P ) = rank(Q) Furthermore, tr(P ) =
k/n for some 0 ≤ k ≤ n, which holds for any projection matrix in general.

Proof. Suppose P ∼ Q. Then there exists a partial isometry V such that V V ∗ = P and
V ∗V = Q. Therefore,

tr(P ) = tr(V V ∗) = tr(V ∗V ) = tr(Q)
Now suppose tr(P ) = tr(Q), and that P,Q ∈ Mn(C). Then it follows from the

definition that trace(Q) = trace(P ) and so by lemma 2.28, rank(P ) = rank(Q) = r.
Let P = UDU∗ and Q = WCW ∗ be the unitary diagonalization of P and Q. Then

it follows that D and C are diagonal matrices with r 1’s down the diagonal. Therefore
they can be written as

D =
r

∑
i=1

eP (i)P (i) and C =
r

∑
i=1

eQ(i)Q(i)

where we let {eij}ni,j=1 = {{δikδjl}nk,l=1}ni,j=1 be simply the set of matrices with a 1 in

the (i, j)th entry, and 0’s otherwise and that 1 ≤ P (i),Q(i) ≤ n, and P (i) = P (j) or
Q(i) = Q(j) implies that i = j. We note that {eij}ni,j=1 do indeed form a set of matrix
units.

Now define the matrix

V =
r

∑
i=1

eP (i)Q(i)

Then since e∗ij = eji and (eij + ekl)∗ = e∗ij + e∗kl for all i and j, it follows that

V V ∗ = (
r

∑
i=1

eP (i)Q(i))(
r

∑
i=1

eP (i)Q(i))∗ = (
r

∑
i=1

eP (i)Q(i))(
r

∑
i=1

eQ(i)P (i)) =
r

∑
i=1

eP (i)P (i) =D

and

V ∗V = (
r

∑
i=1

eP (i)Q(i))∗(
r

∑
i=1

eP (i)Q(i)) = (
r

∑
i=1

eQ(i)P (i))(
r

∑
i=1

eP (i)Q(i)) =
r

∑
i=1

eQ(i)Q(i) = C

Now let Y = UVW ∗. Then

Y Y ∗ = (UVW ∗)((W ∗)∗V ∗U∗) = U(V V ∗)U∗ = UDU∗ = P
and

Y ∗Y = ((W ∗)∗V ∗U∗)(UV (W ∗)) =W (V ∗V )W ∗ =WCW ∗ = Q
Therefore P ∼ Q. Also, it’s clear that tr(P ) = tr(D) = r/n, 0 ≤ r ≤ n.

�

We now prove a fundamental fact about matrix algebras which will be important in
the discussion of UHF algebras.

Lemma 2.33. The function tr ∶Mn(C)→ C is the unique trace on the algebra Mn(C).
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Proof. By our previous lemma we have that tr is a trace function, so it remains to show
that tr is the unique trace function on Mn(C).

Suppose that we have some other trace function τ ∶Mn(C)→ C. By previous lemmas,
we know that all rank one projections are Murray-von Neumann equivalent and therefore
have equal traces. We then find that, since each eii is a rank one projection,

1 = τ(I) = τ(
n

∑
i=1

eii)) =
n

∑
i=1

τ(eii) = nτ(e11)⇒ τ(e11) = 1/n

and so all rank one projections have trace 1/n, and more importantly, τ(eii) = 1/n for
all i. Now we show τ(eij) = 0 for i /= j.

Note that we have that ei1e1j = eij, so for i /= j,
τ(eij) = τ(ei1e1j) = τ(e1jei1) = τ(0) = 0

since τ is linear. Therefore, τ(eij) = 0 for i /= j. So we find that for A =
n

∑
i,j=1

λijeij ∈

(MnC),

τ(A) = τ(
n

∑
i,j=1

λijeij) =
1

n

n

∑
i=1

λii = tr(A)

so that τ(A) = tr(A) for all A ∈Mn(C), completing the proof.
�

Proposition 2.34. For n, k ∈ N, there exists a unital *-homomorphism Φ ∶ Mn(C) →
Mk(C) if and only if n∣k.

Proof. First suppose that we have a unital *-homomorphism Φ ∶Mn(C)→Mk(C). Then
consider the function τ(A) = tr(Φ(A)). We want to show it is a trace on Mn(C). For
A,B ∈Mn(C), α, β ∈ C,

τ(αA + βB) = tr(αΦ(A) + βΦ(B)) = αtr(Φ(A)) + βtr(Φ(B)) = ατ(A) + βτ(B)
so τ is linear. Furthermore we get that

τ(I) = tr(Φ(In)) = tr(Ik) = 1

and

τ(AB) = tr(Φ(AB)) = tr(Φ(A)Φ(B)) = tr(Φ(B)Φ(A)) = tr(Φ(BA)) = τ(BA)
Finally,

τ(a∗a) = tr(Φ(a∗a)) = tr(Φ(a∗)Φ(a)) = tr((Φ(a))∗(Φ(a)) ≥ 0

so that τ is a trace on Mn(C). But by the previous lemma, tr is the unique trace on
Mn(C), so it must be true that tr(a) = τ(a). Since *-homomorphisms send projections
to projections, if we consider a rank one projection q ∈Mn(C), we get that

1/n = tr(q) = tr(Φ(q)) =m/k⇒ nm = k⇒ n∣k
Now suppose n∣k, so that nm = k. Let {eij}1≤i,j≤n,{fij}1≤i,j≤k be matrix units for

Mn(C) and Mk(C) respectively. Then let

Φ ∶Mn(C)→Mk(C) take eij z→
m

∑
l=1

e(j+nl)(i+nl)
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Our mapping Φ could be thought of as mapping matrices in A ∈ Mn(C) to diagonal
matrices in Mm(Mn(C)) with the diagonal entries being the matrix A, i.e.

Φ ∶ Az→
⎛
⎜⎜⎜
⎝

A 0 . . . 0
0 A . . . 0
⋮ ⋮ ⋱ ⋮

0 0 . . . A

⎞
⎟⎟⎟
⎠

The linearity of Φ follows immediately, as well as the fact that Φ(In) = Ik. The
preservation of multiplication and the involution readily follow as well, showing Φ is as
desired.

�

We now would like to show an important property of all matrix algebra automor-
phisms.

Theorem 2.35. Every *-automorphism of Mn(C) is inner, i.e. if Φ ∶Mn(C)→Mn(C)
is a *-automorphism then there exists a unitary matrix U ∈ Mn(C) such that Φ(A) =
U∗AU for all A ∈Mn(C).

Proof. We give two proofs: one abstract and standard, one concrete and not previously
known to us.

Let Φ ∶Mn(C) →Mn(C) be a *-automorphism, so that we have Mn as a left module
over itself in two ways: under left multiplication and under left multiplication after Φ.
Since both Mn-modules are n2-dimensional complex vector spaces, there exists a vector
space isomorphism between them. The linear isomorphisms of Cn2

are just conjugation
by units in Mn; furthermore, a unit thus producing Φ must preserve the standard
Hermitian inner product to give rise to a ∗-automorphism, which requires that it be
unitary.

Now we will work with bare hands to clarify that this representation is not unique.
Take Φ as above. Then Φ sends each matrix unit eij to another partial isometry with 1-

dimensional coimage and range, and in particular sends eii to a 1-dimensional projection.
With this fact, and noting that the images of the eii under Φ remain orthogonal, we
may naturally define ϕ ∶ Cn → Cn as a Hilbert space automorphism taking each basis
vector ei to ϕ(ei) any unit-length element of the range of Φ(eii).

This gives ϕ as any of a family of unitary matrices parameterized by n unit-magnitude
complex numbers. We can reduce this underdetermination by requiring Φ(eij)(ϕ(ej)) =
ϕ(ei). Since the image of the matrix units under Φ observes Φ(eij)Φ(ekl) = δjkΦ(eil),
this restriction is satisfied everywhere as soon as it holds that Φ(e1j)(ϕ(ej)) = ϕ(e1) for
each j.

This has reduced ϕ to a unitary matrix with a single free parameter on the unit circle:
ϕ ∶ Cn → Cn, v ↦ λUv, ∣λ∣ = 1, since we have ratios between ϕ(ei), ϕ(ej) but have not
fixed any one basis vector. By the construction of Uλ = λU , UλeijU∗

λ(Uek) = δjkUei.
That is, the system of matrix units of Mn under conjugation by each Uλ acts on the
basis of Cn mapped under U in the same way as the matrix units under Φ do, which is
enough to show Φ is represented by conjugation under U . �

Remark 2.36. The second proof above shows a bit more. Along the same line as the
underdetermined unitary it produced to represent Φ, we can see directly that any unitary
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conjugation on Mn acts only up to multiplication by an element of the unit circle: for
A ∈Mn, (λU)A(λU)∗ = λUAλ̄U∗ = UAU∗. Thus the ∗-automorphism group of Mn(C)
is exactly the projective unitary group PUn = Un/U1.

2.6. UHF and AF algebras.

Definition 2.37. A direct system is a set X with a preorder and pairwise upper bounds,
that is, a relation ≤ that’s transitive and reflexive and such that for every x, y ∈X, x ≤ z
and y ≤ z for some z. One convenient interpretation takes X as a category and ≤ as
its morphisms; if there’s at most one morphism between any two objects, then we need
only further require the upper bounds.

Definition 2.38. A categorical direct limit over the direct system X is an object L
equipped with morphisms ϕx from each x ∈ X such that (1) whenever ψxy ∶ x → y is a
morphism in X, ϕy ○ ψxy = ϕx and (2) L is initial with respect to this property: given
any other L′ satisfying (1), we have a unique map from L to L′ commuting with the
maps from X to each limit object.

Definition 2.39. Given a direct system S of C∗ algebras and ∗-homomorphisms ψAB ∶
A→ B, the C∗-direct limit is constructed as a quotient of the disjoint union of algebras
is S modulo a certain equivalence relation ∼. We set a ∼ b for a, b ∈ ⊔SA if a or b is
an image of the other under some homomorphism in S. Since S contains the identity
homomorphisms, it’s immediate that ∼ gives an equivalence relation. The upper bound
property of S allows us to define convergent sequences in the direct limit L: given
a ∈ A ∈ S, b ∈ B ∈ S, ∣∣a − b∣∣L = ∣∣a − b∣∣C , where both A and B map into C. Then the
completion of L as a C∗-algebra is with respect to this norm.

Proposition 2.40. C∗-direct limits are categorical direct limits, and from here on we
will refer to both as simply ”direct limits.”

Proof. Let L be the C∗-direct limit of a direct system S. Since ∼ specifically identifies
A ∈ S with its images, it’s immediate that the maps ϕA ∶ A→ L commute with the maps
of S. So we’ll check the universal property. Let L′ have maps θA ∶ A→ L′ that commute
with maps in S.

We’ll define a map u ∶ L → L′ demonstrating L’s universality. For points of L in the
quotient of the original union, i.e., a ∈ L∩A,A ∈ S, we simply set u(a) = θ(a). For limits
of Cauchy sequences, s = limS sA, set u(s) = limS θ(sA). The limit exists since L′ is C∗.
It’s immediate that for a ∈ A ∈ S, uϕA(a) = θA(a) and that limu(a) = u(lim(a)). Finally,
uφBψAB(a) = uφA(a) = θA(a) = θBψAB(a), so the diagram induced by u commutes. �

Definition 2.41. We say that a C*-algebra A is AF (approximately finite dimensional)
if it is the direct limit of a countable system of finite dimensional C*-algebras. In
particular, we call A UHF , for uniformly hyperfinite, if it the direct limit of a countable
system of full complex matrix algebras under their uniform norm.

The following two facts will make the classes AF and UHF greatly more tractable
by making precise the objects which may be included in our direct systems and by
obtaining a very simple direct system representing each isomorphism class.

Theorem 2.42. Every finite dimensional C*-algebra B is isomorphic to a finite direct
sum over matrix algebras, i.e.
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B =
m

⊕
k=1

Mn(k)(C)

Theorem 2.43. In any category, let L1 be the direct limit of a direct system S1 and L2

of the system S2. Suppose further that S1 and S2 are both countable. Take enumerations
n1 ∶ N → S1, n2 ∶ N → S2, and suppose given for every i and some j, k > i χij ∶ n1(i) →
n2(j) and ωik ∶ n2(i)→ n1(k). Then L1 ≅ L2.

Proof. Blindingly obvious to anyone who’s finished elementary school. �

Corollary 2.44. Let A be an AF algebra. Then A is isomorphic to the direct limit of
any totally ordered direct system of algebras cofinal with the underlying direct system of
A.

Proof. Take some such cofinal system as S1, S2 the underlying direct system of A, n2 any
enumeration of S2, and define n1 to agree with n2 on S1 ⊂ S2. To make n1 total, we can
add redundant copies of the elemnts of S2 so that for a, b ∈ S1 if a = n2(k), b = n2(k +m)
and no other element of S2 occurs in between, n2(j) = a for each j ∈ {k, k + 1, ..., km}.
Then the previous theorem applies. �

This gives us a very nice characterization of isomorphism classes of UHF algebras.

Definition 2.45. For {kn}, an increasing sequence of natural numbers, we define a
generalized integer by the formal product
κ = ∏

p prime
pk(p)

where k(p) = sup{i ∶ pi∣kn for some n ∈ N} ∈ N ∪ {∞}
Given a UHF algebra A = limÐ→ Mni(C), the generalized integer of A is

κA = ∏
p prime

pkA(p)

where kA(p) = k(p) with {ki} = {ni}.

An example is now in order.

Example 2.46. Let A = limÐ→ M2n(C). Then we see that κA = 2∞, and that kA(p) = 0 for

primes p /= 2. It also follows that only numbers of the form 2n, for some n ∈ N, have that
2n∣κA. A is called the CAR algebra and is often denoted A = M2∞ . Similarly we have
that M3∞ = limÐ→ M3n(C)

Proposition 2.47. There exists a UHF algebra with each generalized integer k.

Proof. The ”greatest” generalized integer ∏p p
∞ characterizes the universal UHF alge-

bra, which we may construct as the limit of the system

M2 → M6 → M12 → M36 → M180→ ...

The pattern here is the same as that used to enumerate N2: add a 2, then a 3, a 2, a
3, a 5, a 2, 3, 5, 7, and so on. Certainly this will give the universal UHF algebra in the
limit.

It’s apparent how we can use this construction for a ”smaller” generalized integer:
simply leave out stages of the above limit at a matrix algebra divisible by too high a
power of any prime, and divide the later dimensions by the prime that would have been
factored in. �
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Corollary 2.48. The isomorphism classes of UHF algebras are in one-to-one corre-
spondence with the generalized integers.

Proof. We have only to point out that each limit of a totally ordered sequence of matrix
algebras gives rise uniquely to a generalized integer. �

Lemma 2.49. All UHF algebras have a unique trace.

Proof. Let A = limÐ→ Mni(C) be a UHF algebra. By lemma ??, each Mni(C) has a unique

trace τi. Furthermore, by definition of the UHF algebra , we see that τi = τi−1 when
restircted to Mn(i−1)(C). Therefore we can get a well-defined trace τ ′ on the dense subset

⋃i∈NMni(C) of A, where τ ′ = τi when restricted to Mni(C). Since the trace function is
norm -continuous, it follows that τ ′ extends uniquely to a trace τ on all of A.

Now we prove uniqueness of τ . Suppose θ is a trace function on A. Then it follows
that for all i ∈ N, θ = τi when restriced to Mni(C) due to the uniquenes s of the trace on
each matrix algebra. Therefore, θ agrees with τ on a a dense subset of A, and again we
use that the trace function is norm continuous to see that θ = τ on all of A.

�

3. Applications of Model Theory to C∗-algebras

3.1. Types and stability. These few pages will deal with the stability of a few im-
portant formulas. The motivation and goal is to show that our matrix units formula is
indeed stable, and similarly we have the same is true about our direct sum matrix units
formula.

We note that we always quantify over balls of radius 1 so all elements in this section
will be assumed to have at most norm 1. We also note that given two n-tuples x̄, ȳ in
some normed algebra, we use the convention that ∥x̄ − ȳ∥ = max

1≤i≤n
∥xi − yi∥.

It should also be noted that in a few of the proofs, the calculation of δ is omitted,
the meaning of this being clear from the context. The proofs were written so that
the calculation might be accessible to an interested reader. The importance of the δ
calculation is not very high in the case of this paper.

The techniques in the proofs that follow will rely heavily on continuous functional
calculus and facts about partial isometries and projection.

We begin by showing that orthogonal projections are stable. We define the formula
ρ(p) = ∥p2 − p∥ + ∥p∗ − p∥ and note that it equals 0 if and only if p is a projection.

Proposition 3.1. Let A be a C∗-algebra. Then orthogonal projections are stable, i.e.
∀ε > 0 ∃δ(ε) = δ > 0 such that if x ∈ A, ρ(x) = ∥x − x∗∥ + ∥x − x2∥ ≤ δ, then ∃q ∈ A such
that ρ(q) = 0 and ∥q − x∥ ≤ ε.
Proof. Fix ε > 0 and let δ = min{(1/4)2, (ε/4)2}. Suppose we have that ρ(x) ≤ δ.

First note that a = x+x∗
2 ∈ A is self-adjoint and ∥a − x∥ = (1/2)∥x∗ − x∥ ≤ δ/2 < ε/2.

We want to show that ∥a2 − a∥ is small so that it will also be ”close” to satisfying
the conditions of a projection. Then since it is self-adjoint we will be able to apply
continuous functional calculus to its spectrum to find a projection.

First, we get the following two inequalities:

∥xa − x∥ = (1/2)∥x2 + xx∗ − 2x∥ ≤ (1/2)(∥x2 − x∥ + ∥xx∗ − x2 + x2 − x∥) ≤ 3

2
δ
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Similarly, it is not hard to show ∥ax − x∥ ≤ 3
2δ. Now we get an estimate on ∥a2 − a∥:

∥a2 − a∥ = ∥a2 − x + x − a∥ ≤ ∥a2 − x∥ + δ/2
≤ ∥a2 − ax∥ + ∥ax − x∥ + δ/2
≤ ∥a2 − ax − xa + xa + x2 − x2∥ + 2δ

≤ ∥(a − x)2∥ + 3δ

≤ δ2 + 3δ < 4δ.

Now, by the continuous function calculus, we have that f(t) = t is the continuous
functional representation of a on σ(a), and so we get that

∥a2 − a∥ = ∥t2 − t∥∞ = sup
t∈σ(a)

∣t2 − t∣ ≤ 4δ

so that ∣t2− t∣ < 4δ for all t ∈ σ(a). From this inequality it follows that σ(a) = range(f)∩
[ 1

2 −
√

1
4 − 4δ, 1

2 +
√

1
4 − 4δ ] = ∅, and we note that 1

2 −
√

1
4 − 4δ ≤ 2

√
δ and 1

2 +
√

1
4 − 4δ ≥

1 − 2
√
δ.

Next, we bound f(t) above and below. Since we are working in the unit ball of radius
1, the spectral radius of a must be less than or equal to 1, so that ∥t∥ ≤ 1 ∀t ∈ σ(a). For
a lower bound, t2 is non-negative for all t ∈ σ(a), and so

t > t2 − 4δ ≥ −2
√
δ

It now follows that σ(a) ⊂ (−2
√
δ,2

√
δ) ∪ (1 − 2

√
δ,1). Now let g be the continuous

function which maps the first interval to 0 and the second to 1. Let q = g(a) ∈ C∗(a) ⊂ A.
Since σ(q) = {0,1} we have that q is a projection. Furthermore since ∥a− q∥ = ∥f − g∥∞,

and ∥g(t) − f(t)∥ < 2
√
δ = ε/2 for all t ∈ σ(a),
∥x − q∥ ≤ ∥x − a∥ + ∥a − q∥ ≤ ε/2 + ε/2 = ε

completing the proof.
�

We next recall the following formula, which is meant to define a set of nxn matrix
units in our algebra.

ψn(x̄) = ∥
n

∑
i
xii − I∥ +

n

∑
i,j,k,l

∥xijxkl − δjkxil∥ +
n

∑
i,j

∥x∗ij − xji∥

We would like to show psin(x̄) = 0 is a stable condition, and we will use a sequence
of lemmas to do so. First we will show that if we have a set in our unital C*-algebra of
elements which are nearly orthogonal projections, almost sum up to the identity, and
nearly multiply pairwise to 0, we can find an actual set of such elements that actually
have all of those properties. These are meant to satisty important properties of the
diagonal elements of a potential copy of a matrix algebra in our C*-algebra.

Lemma 3.2. Let A be a unital C*-algebra. Then let

τn(x̄) = ∥
n

∑
i=1
xi − I∥ +

n

∑
i,j=1

∥xixj − δijxi∥ +
n

∑
i=1

∥x∗i − xi∥

Then τn(x̄) = 0 is stable.



32 K. CARLSON, E. CHEUNG, A. GERHARDT-BOURKE, L. MEZUMAN, AND A. SHERMAN

Proof. Fix ε > 0, n ∈ N. Suppose we have that τn(ā) ≤ δ for some ā ∈ A, and some δ
which will be very small. First note that we have that

∥a1 − a∗1∥ + ∥a1 − a2
1∥ ≤ δ

so by our previous lemma we have that there exists an orthogonal projection e1 such
that ∥e1−a1∥ ≤ δ1. consider the subalgebra A1 = (I−e1)A(I−e1) of A (a subalgebra since
it is a closed subspace and is closed under all *-polynomials), and note that all vectors
in it are orthogonal to e1. Furthemore, it has its own subalgebra ”identity” I1 = I − e1.

Now suppose we have found a set of {ei}mi=1, 1 < m < n − 1, such that each ei is an
orthogonal projection, eiej = ejei = 0 for i /= j, and ∥ei − ai∥ ≤ δi for all i ≤ m. Assume

also that we have a set of {Ii}mi=1, where I1 = I − e11, and Ii = I −
i

∑
j=1
ej.

We then consider the subalgebra (a subalgebra since it is a closed subspace and is
closed under all *-polynomials) Am = ImAIm, and note that all of its elements multiply
with each ei for i ≤ m to 0. Consider ym+1 = Imam+1Im. We want to show that ym+1 is
very close to am+1 and that it is also very close to being a projection. First we look at:

∥ym+1 − am+1∥ = ∥(I −
m

∑
j=1

ej)am+1(I −
m

∑
j=1

ej) − am+1∥

= ∥(
m

∑
j=1

ej)am+1(
m

∑
j=1

ej) − (
m

∑
j=1

ej)am+1 − am+1(
m

∑
j=1

ej)∥

≤ ∥(
m

∑
j=1

ej)∥(
m

∑
i=1

∥eiam+1∥) + (
m

∑
i=1

∥eiam+1∥) + (
m

∑
i=1

∥am+1ei∥)

Note that, for 1 ≤ i ≤ n,

∥eiam+1∥ = ∥eiam+1 − aiam+1 + aiam+1∥ ≤ 2δm

and likewise we find that ∥am+1ei∥ ≤ 2δm. Therefore

∥(
m

∑
j=1

ej)∥(
m

∑
i=1

∥eiam+1∥) + (
m

∑
i=1

∥eiam+1∥) + (
m

∑
i=1

∥am+1ei∥) ≤ 6m2δm

Now we just need to show that ym+1 is very close to being a projection. First for the
adjoint,

∥ym+1 − y∗m+1∥ = ∥(I −
m

∑
j=1

ej)(am+1 − a∗m+1)(I −
m

∑
j=1

ej)∥ ≤ ∥am+1 − a∗m+1∥ ≤ δ ≤ δm

And now to show it is nearly idempotent,
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∥ym+1 − y2
m+1∥ = ∥(I −

m

∑
j=1

ej)[am+1 − am+1(I −
m

∑
j=1

ej)am+1](I −
m

∑
j=1

ej)∥

≤ ∥am+1 − am+1(I −
m

∑
j=1

ej)am+1∥

≤ ∥am+1 − a2
m+1 + am+1

m

∑
j=1

ejam+1∥

≤ (m + 1)δ +
m

∑
i=1

δi ≤ δm(2m + 1)

so that ∥ym+1 − y2
m+1∥ + ∥ym+1 − y∗m+1∥ ≤ δm(2m + 1) + δm = 2δm(m + 1).

Now, we can again find an orthogonal projection em+1 with ∥em+1 − am+1∥ ≤ δm+1, in
our subalgebra, by lemma 3.1. Since it is in the subalgebra ImAIm it will multiply with
ei to 0 on the left and right for i ≤m.

Using the induction we just proved above, we find a set {ei}n−1
i=1 of orthogonal projec-

tions such that ∥ei−ai∥ ≤ δi for all i and each multiplies with one another to 0 on the left

and right. Let en = I −
n−1

∑
i=1
ei. This will give an orthogonal projection which multiplies

on the left and right to 0 with each ei for i < n, and gives that
n

∑
i=1
ei = I. Finally, we will

show it is very close to an.

∥an − en∥ = ∥
n

∑
i=1

ai − I +
n−1

∑
i=1

ei −
n−1

∑
i=1

ai + I −
n

∑
i=1

ei∥ ≤ δ +
n−1

∑
i=1

∥ai − ei∥ ≤ nδn−1

One can see that each δi ultimately only was dependent on the original choice of δ,
which itself was only dependent on ε and n, and also that δi ≤ δj for i ≤ j. Although we
do not explicitly calculate δ we just make it small enough so that, assuming ε is also
very small, nδn−1 ≤ ε, and then ∥ai − ei∥ ≤ ε should follow for all i. Now have the desired
set of ei’s.

�

We next define the formula ν(v) = ∥(vv∗) − (vv∗)2∥, which we note has that ν(v) = 0
if and only if v is a partial isometry.

Lemma 3.3. Let A be a C*-algebra. Then for all ε > 0 there exists a δ > 0 such that if
we have, for some a ∈ A, ν(a) = ∥(aa∗)2 − aa∗∥ ≤ δ, then there exists a w ∈ C∗(a) such
that ν(w) = 0 and is a partial isometry, and has that ∥w−a∥ ≤ ε. We therefore also have
that the condition of being a partial isometry is stable.

Proof. Fix ε > 0 and let δ = min{(ε/4)8/4, (1/4)8/4}. Suppose that we have, for some
a ∈ A, ∥(aa∗)2 − aa∗∥ ≤ δ, for some very small δ. We want to show that we also get that

∥∣a∣2 − ∣a∣∥ ≤ (2
√
δ)1/2, where ∣a∣ = (aa∗)1/2.

Since aa∗ is clearly self adjoint it satisfies the hypotheses of proposition 3.1, and so if
we apply continuous functional calculus to its spectrum, we find in the same way that

σ(aa∗) ⊆ [0,2
√
δ] ∪ [1 − 2

√
δ,1]
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with the bound below being now 0 since aa∗ is positive and so can have only non-negative
spectral values.

Therefore, since σ(aa∗) ⊂ [0,∞), g ∶ σ(aa∗)→ C which takes tz→
√
t is a continuous,

real-valued function on the spectrum of aa∗, and g(aa∗) = ∣a∣. So, we get that ∥∣a∣2−∣a∣∥ =
∥t −

√
t∣∞ = sup

t∈σ(aa∗)
∣t −

√
t∣. For t ∈ [1 − 2

√
δ,1],

∣t −
√
t∣ =

√
t − t ≤ 2

√
δ

For t ∈ [0,2
√
δ],

∣t −
√
t∣ =

√
t − t ≤

√
2
√
δ − 0 = (2

√
δ)1/2

So we get that ∥∣a∣2 − ∣a∣∥ ≤ (2
√
δ)1/2. Since ∣a∣ is also self-adjoint, we can now fully

apply proposition 3.1 and get a projection p such that ∥∣a∣ − p∥ ≤ ε, since (2
√
δ)1/2 =

min{(ε/4)2, (1/4)2}.
Now we consider the polar decomposition of a = ∣a∣v. We will find a partial isometry

w ∈ C∗(a) very close to a.
Our strategy will be to use continuous functional calculus. Because we need a normal

element to apply the theory, we will use ∣a∣ = (aa∗)1/2, and note that C∗((aa∗)1/2) ⊂
C∗(a). By the above argument, we have that

σ(∣a∣) ⊂ [0,
√
δ) ∪ (1 − δ,1]

Let f ∶ σ(∣a∣) → C be such that f(t) = 0 for t ∈ [0,
√
δ) and f(t) = 1/t for t ∈ (1 − δ,1].

Then f is clearly continuous, and we see that since the functional representation of ∣a∣
is simply t so that f(∣a∣)∣a∣ is a projection. Furthermore, it is not hard to see that
f(∣a∣)∣a∣ = p.

Now, let w = pv. Then

w = pv = f(∣a∣)∣a∣v = f(∣a∣)a ∈ C∗(a)
And w is a partial isometry because

ww∗ = f(∣a∣)aa∗f(∣a∣ = f(∣a∣)∣a∣2f(∣a∣) = p2 = p
which is a projection, and

(w∗w)2 = a∗f(∣a∣)2∣a∣2f(∣a∣)2a = a∗(pf(∣a∣)2)a = a∗f(∣a∣)2a = w∗w

We see that pf(∣a∣)2 = f(∣a∣)2 follows from the fact that whenever t < 1/2, p = 0 =
f(∣a∣)2, and when t > 1/2, p = 1, and so pf(∣a∣)2 = f(∣a∣)2. So w ∈ C∗(a) and ww∗ and
w∗w are both projections and therefore w is a partial isometry. It only remains to check
that it is very close to a.

∥a −w∥ = ∥∣a∣v − pv∥ ≤ ∥∣a∣ − p∥ ≤ ε
completing the lemma. �

Lemma 3.4. Suppose P and Q are projections in a unital C*-algebra. Then P − Q
is a projection if either PQ = Q or QP = Q, i.e. if either range(P ) ⊆ range(Q) or
range(Q) ⊆ range(P ).
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Proof. Suppose PQ = Q. Then P = P −Q + PQ, and so

P −Q + PQ = (P −Q + PQ)∗ = P ∗ −Q∗ +Q∗P ∗⇒ PQ = QP
Therefore

(P −Q)2 = (P −PQ)2 = P 2−P 2Q−PQP +(PQ)2 = P −PQ−PQ+PQ = P −PQ = P −Q
Since P −Q is self-adjoint, we get that P −Q is a projection. The case of QP = P is
similar.

�

Corollary 3.5. Let A be a unital C*-algebra. Then ∀ε > 0 ∃δ > 0 such that if ∥a∗a−I∥+
∥(aa∗)2−(aa∗)∥ ≤ δ then there exists a u ∈ C∗(a) such that ∥u∗u−I∥+∥(uu∗)2−(uu∗)∥ = 0
and ∥u − a∥ ≤ ε. This implies that the condition of being an isometry is stable.

Proof. Fix ε > 0, let δ = min{(ε/4)8/16, (1/4)8/16}. By lemma ?? we can find a partial
isometry u = f(∣a∣)a ∈ C∗(a) (where f is the function defined in the previous lemma)
such that ∥u − a∥ ≤ ε/4 < ε and ∥u − a∥ ≤ 1/4.

We furthermore want to show that u∗u = I We immediately see that (u∗u)I = u∗u, and
since u is a partial isometry, by the previous lemma we get that I − u∗u is a projection.
With the help of the identity

u∗a = (f(∣a∣)∣a∣v)∗a = v∗∣a∣f(∣a∣)a = (∣a∣v)∗u = a∗u
we get that

∥u∗u − I∥ ≤ ∥u∗u − u∗a + a∗u − a∗a∥ + 1/4 ≤ 3/4 < 1

Since the operator norm of any non-zero projection is always 1, it follows that I−u∗u =
0⇒ u∗u = I, completing the proof.

�

Theorem 3.6. Let A be a C*-algebra. Then for all ε > 0 there exists a δ > 0 such that
is ā ∈ A is such that ψn(ā) ≤ δ then there exists an ē ∈ A with ∥ā − ē∥ ≤ ε such that
ψn(ē) = 0.

Proof. Fix ε > 0, n ∈ N. In what follows we will use δ’s and δx’s purely for helping to see
the steps and inferences within the inequalities. They are each only dependent on the
originial δ which is itself only dependent on ε and n. We do not calculate δ, for it is
tedious and it is not our main motivation. We simply attempt to make it clear that so
long as we make δ very very small, everything will work out nicely.

We first notice that the set {aii}ni=1 satisfy the hypotheses of lemma 1.3, and so we
can find a set {eii}ni=1 of orthogonal projections who sum up to the identity, are very
close to their respective aii, and have that eiiejj = 0 for i /= j.

Next we need to find a set of eij’s, i /= j, close to the set of aij ′s, such that
n

∑
i,j,k,l

∥eijekl − δjkeil∥ +
n

∑
i,j

∥e∗ij − eji∥ = 0

To do so we will find a set of e1i’s, each of which is a partial isometry closely related
to a1i and have that e1ie1j = 0 for i /= j.

We consider the subspace e11Aeii, and look at the element y1i = e11a1ieii. We will
show ∥y1i − a1i∥ can be made very small:
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∥y1i − a1i∥ = ∥e11a1ieii − a1i∥ = ∥e11a1ieii − e11a1iaii∥ + ∥e11a1iaii − a1i∥
≤ δi + ∥e11a1iaii − a11a1iaii∥ + ∥a11a1iaii − a11a1i∥ + ∥a11a1i − a1i∥
≤ δ1 + δi + 2δ = δyi

Our goal is to now show that y1i is nearly a partial isometry. First we show that a1i is,
and then show that the same will be true of y1i due to how close they are to one another.
Clearly a1ia∗1i is self adjoint, so we need only to show that it is nearly idempotent.

First off, two inequalities relating a1i and a11:

∥a1ia
∗
1i − a11∥ = ∥a1ia

∗
1i − a1iai1 + a1iai1 − a11∥ ≤ 2δ

∥(a1ia
∗
1i)2 − a2

11∥ =≤ ∥(a1ia
∗
1i − a11)2∥ + ∥a11a1ia

∗
1i − a2

11∥ + ∥a1ia
∗
1ia11 − a2

11∥ ≤ δ2 + 4δ ≤ 5δ

and this gives us that

∥(a1ia
∗
1i)2 − a1ia

∗
1i∥ = ∥(a1ia

∗
1i)2 − a2

11 + a2
11 − a11 + a11 − a1ia

∗
1i∥ ≤ 5δ + δ + 2δ = 8δ

So a1i is approximately a partial isometry. We will now show the same with y12. We
again do this by beginning with two inequalities:

∥y1iy
∗
1i − a1ia

∗
1i∥ = ∥y1iy

∗
1i − a1iy

∗
1i + a1iy

∗
1i − a1ia

∗
1i∥ ≤ 2δyi

∥(y1iy
∗
1i)2 − (a1ia

∗
1i)2∥ = ∥(y1iy

∗
1i)2 − a1ia

∗
1iy1iy

∗
1i + a1ia

∗
1iy1iy

∗
1i − (a1ia

∗
1i)2∥ ≤ 4δyi

Since y1iy∗1i is self-adjoint, we will check it is almost idempotent:

∥(y1iy
∗
1i)2 − y1iy

∗
1i∥ ≤ ∥(y1iy

∗
1i)2 − (a1ia

∗
1i)2 + (a1ia

∗
1i)2 − a1ia

∗
1i + a1ia

∗
1i − y1iy

∗
1i∥ ≤ 8δ + 6δyi

So now y1i satisfies the hypotheses of the lemma ??, and so we can find a partial
isometry wi ∈ C∗(y1i) such that ∥wi − y1i∥ ≤ γi is very small.

Let e1i = wi. Then e1i is very close to a1i:

∥e1i − a1i∥ = ∥e1i − y1i + y1i − a1i∥ ≤ δyi + γi
Next we will use lemma ?? about when the difference of projections is itself a pro-

jection. In what follows, by fi(∣y1i∣) we are refering to the function used in lemma
??.

We first show that e11e1ie∗1i = e1ie∗1i ⇐⇒ range(e1ie∗1i) ⊆ range(e11):

range(e1ie
∗
1i) = e1ie

∗
1iA = ∣y1i∣fi(∣y1i∣)A

⊆ (y1iy
∗
1i)1/2A

= (e11a1ia
∗
1ie11)1/2A

= (e2
11e11a1ia

∗
1ie11)1/2A

= e11(e11a1ia
∗
1ie11)1/2A ⊆ e11A = range(e11)

Next we get that: eiie∗1ie1i = e1ie∗1i ⇐⇒ range(e∗1ie1i) ⊆ range(eii):
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range(e∗1ie1i) = e∗1ie1iA = y∗1ifi(∣y1i∣)2y1i ⊆ y∗1iA =⊆ eiiA = range(eii)
So now we have that e11 − e1ie∗1i and eii − e∗1ie1i are projections. First note that

∥a1ia∗1i − a11∥ can be made very small, and since ∥a11 − e11∥ and ∥a1ia∗1i − e1ie∗1i∥ can also
be made very small, we can get that ∥e1ie∗1i − e11∥ < 1, so that e1ie∗1i = e11. Likewise one
can show that e∗1ie1i = eii.

Finally, we will show ∥ei1 − ai1∥ can be made very small:

∥ei1 − ai1∥ = ∥e∗1i − a∗1i + a∗1i − ai1∥ ≤ δei + δ
We now note that all partial isometries w are characterized by the equality w = ww∗w,

so that

e1ieii = e1ie
∗
1ie1i = e1i

and

e11e1i = e1ie
∗
1ie1i = e1i

Therefore we also get that, for k /= i, j /= 1,

e1iekk = e1i(eiiekk) = ejje12 = (ejje11)e1i = 0

When we look at e∗1i, we can now use that it is also a partial isometry and so

e∗1ie11 = e∗1ie1ie
∗
1i = e∗1i

and

eiie
∗
1i = e∗1ie1ie

∗
1i = e∗1i

Therefore again we see that for k /= 1, j /= i,
e∗1iekk = e∗1i(e11ekk) = ejje∗1i = (ejje11)e∗1i = 0

For e1i and e∗1i, these properties can be summarized by e1i ∈ e11Aeii and e∗1i ∈ eiiAe11.
We also note that this implies that e1je∗1k = δjke11, where here δjk denotes the Kronecker
delta.

Now we can finally let eij = e∗1ie1j for i ≥ 2, j ≥ 1 j /= i. We then get the important
property that

eijekl = e∗1ie1je
∗
1ke1l = δjke∗1ie11e1l = δjke∗1ie1l = δjkeil

with δjk again denoting the Kronecker delta. Since each eij is defined to satisfy the
property e∗ij = eji, we find that our entire set of eij’s is as desired. Now we need to show
that eij is very close to aij for i, j ≥ 2 and i /= j.

∥eij − aij∥ = ∥e∗1ie1j − e∗1ia1j + e∗1ia1j − aij∥
≤ δej + ∥e∗1ia1j − a∗1ia1j + a∗1ia1j − aij∥
≤ δej + δei + ∥a∗1ia1j − ai1a1j + ai1a1j − aij∥
≤ δej + δei + 2δ

We again make note that all δx’s depend only on our original δ, so we make δ very
small, completing the proof.

�
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Next, we show the stability of the following formula. Suppose we are in a C*-algebra
A, and let n̄ = (n(1), n(2), . . . , n(m)) ∈ Nm and x̄ = (x̄(1), x̄(2), . . . , x̄(m)) ∈ Aη for some

m ∈ N, where η =
m

∑
i=1
n(i)2. The we define

Ψn̄(x̄) =
m

∑
i=1
ϕn(i)(x̄(i)) + ∥

m

∑
i=1

n(i)
∑
j=1

x
(i)
jj − I∥

where

ϕn(i)(x̄(i)) =
n(i)
∑

h,j,k,l=1
∥x(i)hj x

(i)
kl − δjkx

(i)
hl ∥ +

n(i)
∑
h,j=1

∥x(i)∗hj − x(i)jh ∥

Proposition 3.7. The condition Ψn̄(x̄) = 0 is stable, i.e. ∀ε > 0 ∃δ(ε) = δ > 0 such that
if ā ∈ Aη, Ψn̄(ā) ≤ δ, then ∃ē ∈ Aη such that Ψn̄(ē) = 0 and ∥ē − ā∥ ≤ ε.
Proof. The proof is very similar to that of the previous theorem. We first begin by

considering the set of a
(i)
jj ’s and noticing that they satisfy the hypotheses of lemma 1.3.

So we get a set of orthogonal projections eijj ’s being pairwise orthogonal and summing
up to the identity.

To find the sets of e
(i)
jk ’s, j /= k, 1 ≤ i ≤ m, we apply exact same method we used to

find off-diagonal elements in the previous proof. For a fixed i, consider the n(i)xn(i)
matrix with non-diagonal entries a

(i)
jk and diagonal entries e

(i)
jj . Then we again consider

y
(i)
1k = e(i)11 a

(i)
1k e

(i)
kk , and through the exact same inequalites find that each y

(i)
1k is very close

to each a
(i)
1k and is nearly a partial isometry. Applying lemma 1.4, we get a set of partial

isometries e
(i)
1k very close to a

(i)
1k and again show, through the exact same steps, the the

e
(i)
1k ’s satisfy all the desired properties. If this is done for every i, we are finished.

�

Corollary 3.8. Let A be a unital C*-algebra, and let

Ψ̂n̄(x̄) ∶= Ψn̄(x̄) +
n

∑
i=1

(1 � ∥x(i)11 ∥)

Then the condition Ψ̂n̄(x̄) = 0 is stable.

Proof. Without loss of generality, assume 0 < ε < 1/2, and suppose we have that Ψ̂n̄(ā) ≤
δ for a very small δ ≤ 1/2. Then by our previous proposition, we can choose a ē ∈ A
such that ∥ā − ē∥ ≤ ε and has that Ψn̄(ē) = 0. We then find that for each 1 ≤ i ≤ n, since

∥e(i)11 ∥ ≤ 1,

1�∥e(i)11 ∥ = max{1−∥e(i)11 ∥,0} ≤ 1−∥e(i)11 ∥ = ∣1−∥a(i)11 ∥∣+ ∣∥a(i)11 ∥−∥e(i)11 ∥∣ < 1/2+∥a(i)11 −e
(i)
11 ∥ <

1/2 + 1/2 = 1

This implies that 1−∥e(i)11 ∥ < 1 ∀i, and since the operator norm of any non-zero matrix

unit is 1, it follows that 1 − ∥e(i)11 ∥ = 0, and so Ψ̂n̄(ē) = 0.
�

We now show, for their own sake, that being a unitary is a stable condition.

Proposition 3.9. Let A be a unital C*-algebra. Then ∀ε > 0 ∃δ > 0 such that if
∥aa∗ − I∥ + ∥a∗a − I∥ ≤ δ then there exists a u ∈ C∗(a) such that ∥uu∗ − I∥ + ∥u∗u − I∥ = 0
and ∥u − a∥ ≤ ε. This implies that the condition of being a unitary operator is stable.
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Proof. Fix ε > 0 and let δ = min{1/4, ε}. Suppose we have an a ∈ A such that ∥aa∗ − I∥+
∥a∗a − I∥ ≤ δ.

Begin by noting that aa∗ is a normal operator, so we can apply continuous functional
calculus. If we let t ∈ C(σ(aa∗)) be the identity function representing aa∗, then we have
that

∥t − 1∥∞ = sup
t∈σ(aa∗)

∣t − 1∣ = ∥aa∗ − I∥ ≤ δ

so σ(aa∗) ⊂ [1 − δ,1 + δ].
Now by polar decomposition, we have that a = ∣a∣u, where ∣a∣ = (aa∗)1/2 and u is a

partial isometry. We will show u is a unitary operator close to a, and so our desired
element.

Since ∣a∣ is a normal operator, we can apply continuous functional calculus to its
spectrum. We first note that in the continuous function space on σ(aa∗),

∥∣a∣ − I∥ = ∥
√
t − 1∥∞ = sup

t∈σ(aa∗)
∣
√
t − 1∣

≤ sup
t∈σ(aa∗)

∣
√
t − 1∣∣

√
t + 1∣

= sup
t∈σ(aa∗)

∣t − 1∣ = ∥aa∗ − I∥ ≤ δ

so that σ(∣a∣) ⊂ [1 − δ,1 + δ]. Let f ∶ σ(∣a∣) → C take t z→ 1/t so that f(∣a∣)∣a∣ = I.
Then we find that

u = Iu = f(∣a∣)∣a∣u = f(∣a∣)a ∈ C∗(a)
Furthermore,

∥u − a∥ = ∥Iu − ∣a∣u∥ ≤ ∥I − ∣a∣∥ ≤ δ = ε
Now, we find quite easily that

uu∗ = f(∣a∣)aa∗f(∣a∣) = f(∣a∣)∣a∣2f(∣a∣) = I
Now we need to show that u∗u = I. Note that we have the identity u∗a = u∗∣a∣u = a∗u.

First, we see that:

∥u∗u − a∗a∥ = ∥u∗u − u∗a + a∗u − a∗a∥ ≤ ∥u∗∥∥u − a∥ + ∥a∗∥∥u − a∥ ≤ 2δ

Therefore,

∥u∗u − I∥ = ∥u∗u − a∗a + a∗a − I∥ ≤ 3δ.

Since u is a partial isometry, and u∗uI = u∗u, by lemma ??, I − u∗u is a projection,
and since

∥I − u∗u∥ ≤ 3δ ≤ 3/4 < 1

u∗u = I, completing the proof.
�

3.2. Matrix units as types.



40 K. CARLSON, E. CHEUNG, A. GERHARDT-BOURKE, L. MEZUMAN, AND A. SHERMAN

3.3. Finite dimensional C*-algebras as atomic models. We wish to show that the
C*-algebra of n×n matrices, Mn(C), is an atomic model. Given any type p realized by
a ∈Mn, let a = (λij)1≤ij≤n with λij ∈ C. We use

ψn(x̄) = ∥ ∑
1≤i≤n

xii − 1∥ + ∑
1≤i,j,k,l≤n

∥xijxkl − δjkxil∥ + ∑
1≤i,j≤n

∥xij − x∗ji∥

from before where ψn(ȳ) = 0 ⇐⇒ ȳ are the matrix units of Mn

Let
θa(x) = inf

ψn(ȳ)=0
∥x −∑λijyij∥

Since ψn is stable, we can quantify over it, thus θa is a formula. We will show that
θa(x) = d(x,{x ∣ x realizes p}).
Lemma 3.10. The zeroset of θa is the equivalence class of a under unitary equivalence.

{x ∣ θa(x) = 0} = {x ∣ ∃u unitary x = uau∗}
Proof. Recall that given A a C*-algebra, ∃x̄ ∈ A ψ(x̄) = 0 implies that there exists unital
*-homomorphism F ∶ Mn Ð→ A where F (eij) = xij where eij are the standard matrix
units.

Letting A = Mn, F becomes a unital *-automorphism. Recall that all unital *-
automorphisms are of the form x ↦ uxu∗ where u is unitary. Therefore, if x̄ ∈ Mn

satisfies ψ(x̄) = 0, then there exists u unitary such that ∀1 ≤ i, j ≤ n xij = ueiju∗.
Thus, given b

θa(b) = 0 ⇐⇒ ∃x̄ ψ(x̄) = 0 b = λijxij
⇐⇒ b = λijueiju∗ = uλijeiju∗ = uau∗

thus the zeroset of θa is precisely the equivalence class of a. �

We can observe that the value of θa is the distance from its zeroset since the zeroset
of ψn also respects unitary equivalence.

Lemma 3.11. Given any unitary u, given any type t, a realizes type t Ô⇒ uau∗

realizes t. More specifically, for all formula φ, φ(a) = φ(uau∗).

Proof. We will show that F (x) ∶= uxu∗ is an elementary equivalence, by induction on
the complexity of φ, using

u0u∗ = 0

u1u∗ = uu∗ = 1

ux∗u∗ = (uxu∗)∗
u(x + y)u∗ = uxu∗ + uyu∗

uxyu∗ = uxu∗uyu∗
and since x↦ uxu∗ is a bijection

sup
x
P (x, y) = sup

x
P (uxu∗, y)

inf
x
P (x, y) = inf

x
P (uxu∗, y)

Finally, unitary equivalence preserves the operator norm

∥x∥ = ∥uxu∗∥
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Therefore, Mn ≡ F (Mn), thus, for all φ, φ(a) = φ(F (a)) = φ(uau∗). �

Proposition 3.12. Mn is an atomic model.

Proof. Let p be a complete type realized in Mn by a, ie. p = tp(a). As shown by Lemma
3.10, θa is a formula and θa(y) = d(y,{x ∣ ∃u unitary x = uau∗}). By Lemma 3.11, since
a realizes p and every uau∗ realizes p,

{x ∣ ∃u unitary x = uau∗} ⊆ {x ∣ x realizes p}
To show that the sets are equal, consider any x that realizes p. Since p = tp(a), θa ∈ p,
thus x realizes p Ô⇒ θa(x) = 0 Ô⇒ ∃u unitary x = uau∗ by Lemma 3.10. Therefore,

{x ∣ ∃u unitary x = uau∗} = {x ∣ x realizes p}

θa(y) = d(y,{x ∣ ∃u unitary x = uau∗}) = d(y,{x ∣ x realizes p}
Thus p is principal via θa, and Mn is an atomic model. �

Now we consider finite dimensional C*-algebras, and we claim that they are also
atomic models. By the Wedderburn-Artin theorem, every finite dimensional C*-algebra
is isomorphic to a direct sum of finitely many full matrix algebras. Given finite dimen-
sional C*-algebra A, we can write

A ≅Mn1 ⊕Mn2 ⊕ ⋅ ⋅ ⋅ ⊕Mnk

The following ΨA defines ”matrix units” of Mn1 ⊕Mn2 ⊕ ⋅ ⋅ ⋅ ⊕Mnk

ΨA(x̄1, x̄2, . . . , x̄k) = ∥
k

∑
ξ=1

nξ

∑
i=1

xξii − 1∥ +Ψ1(x̄1) +Ψ2(x̄2) + ⋅ ⋅ ⋅ +Ψk(x̄k)

with

Ψξ(x̄ξ) = ∑
1≤i,j,k,l≤nξ

∥xξijx
ξ
kl − δjkx

ξ
il∥ + ∑

1≤i,j≤n
∥xξij − (xξji)∗∥

Notice that ΨA is essentially the generalization of ψn defined above to direct sums of
full matrix algebras.

Consider any complete type p = tp(a) with a ∈ Mn1 ⊕Mn2 ⊕ ⋅ ⋅ ⋅ ⊕Mnk . Let a =<
(λ1

ij)1≤i,j≤n1 , (λ2
ij)1≤i,j≤n2 , . . . , (λkij)1≤i,j≤nk >. We claim that the following formula Θa

shows that p is a definable type

Θa(x) = inf
P (ē)=0

∥x − ∑
1≤ξ≤k

∑
1≤i,j≤nξ

λijeij∥

where Ψ̂A is a formula based on ΨA that will be defined in the next few paragraphs.
Recall that we can quantify over the zeroset of a stable formula to produce a formula.

For simplicity sake, we will consider A =Mn ⊕Mm, then

ΨA(x̄, ȳ) = ∥
n

∑
i=1

xii +
m

∑
i=1

yii − 1∥ + ∑
1≤i,j,k,l≤n

∥xijxkl − δjkxil∥ + ∑
1≤i,j≤n

∥xij − x∗ji∥

+ ∑
1≤i,j,k,l≤m

∥yijykl − δjkyil∥ + ∑
1≤i,j≤m

∥yij − y∗ji∥
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Lemma 3.13. Given b̄, c̄ ∈ Mn ⊕Mm such that ΨA(b̄, c̄) = 0, a unital *-endomorphism
is induced by taking the standard matrix units in A to b̄ and c̄

F ∶Mn ⊕Mm Ð→Mn ⊕Mm

⟨eij,0⟩z→ bij

⟨0, εij⟩z→ cij

where eij are the standard matrix units in Mn and εij are the standard matrix units Mm.
If b̄ ≠ 0̄ and b̄ ≠ 0̄ then F is a unital *-automorphism.

Proof. Clearly, F is a *-homomorphism because any element of Mn ⊕Mm has a unique
decomposition into matrix units, and by definition of PsiA the behavior of sums, prod-
ucts and adjoints of the images of matrix units is the same as those of the matrix units.
F is unital by definition of ΨA

F (1) = F (e11 + ⋅ ⋅ ⋅ + enn + ε11 + ⋅ ⋅ ⋅ + εmm) = F (e11)+ ⋅ ⋅ ⋅ +F (enn)+F (ε11)+ ⋅ ⋅ ⋅ +F (εmm)
= b11 + ⋅ ⋅ ⋅ + bnn + c11 ⋅ ⋅ ⋅ + cmm = 1

Thus F is a unital *-endomorphism.
Suppose that ā ≠ 0̄ and b̄ ≠ 0̄. The ideals of Mn⊕Mm are {⟨0,0⟩}, Mn⊕Mm, Mn⊕{0}

and {0} ⊕Mm. We know that the kernel of F cannot be all of Mn ⊕Mm because
F (⟨1,1⟩) = ⟨1,1⟩. On the other hand, b̄ ≠ 0̄ Ô⇒ ∃i, j F (⟨eij,0⟩) ≠ bij Ô⇒ the kernel
is not Mn ⊕ {0}. Similarly ā ≠ 0̄ Ô⇒ the kernel is not {0}⊕Mm. Therefore the kernel
can only be {⟨0,0⟩}. Thus F is injective, thus a unital *-automorphism. �

In order to force ā, b̄ to be nonzero, thus making F into a untial *-automorphism, we
will modify our matrix units formula ΨA to admit only nonzero xij and yij.

Note that ∀i, j, k, l xij = 0 Ô⇒ xkl = xkixijxjl = 0, thus if we have x11 ≠ 0, then
xij ≠ 0, therefore we only have to check x11 and y11 are nonzero.

Furthermore, notice that since e11 is a projection,

e11
2 = e11 = e11

∗ Ô⇒ F (⟨e11,0⟩2) = F (⟨e11,0⟩) = F (⟨e11,0⟩∗)
Ô⇒ F (⟨e11,0⟩)2 = F (⟨e11,0⟩) = F (⟨e11,0⟩)∗ Ô⇒ x2

11 = x11 = x∗11

thus x11 is also a projection. This is also obvious from the definition of ΨA. Using the
C*-identity axiom

∥x11
∗x11∥ = ∥x11

∗∥∥x11∥
Ô⇒ ∥x11∥ = ∥x11∥2

thus ∥x11∥ is either 0 or 1. Therefore saying ∥x11∥ ≠ 0 is the same as saying ∥x11∥ = 1,
given ΨA(x̄, ȳ) = 0.

We can define a new formula Ψ̂A by modifying ΨA. Let

Ψ̂A(x̄, ȳ) ∶= ΨA(x̄, ȳ) + (1 � ∥x11∥) + (1 � ∥y11∥)
Therefore

Ψ̂A(x̄, ȳ) = 0 ⇐⇒ x11 ≠ 0 y11 ≠ 0 ΨA(x̄, ȳ) = 0 ⇐⇒ x̄, ȳ induces a unital *-automorphism

Thus consider any complete type p = tp(⟨a, b⟩) in Mn ⊕Mm with a = (aij)1≤i,j≤n ∈Mn

and b = (bij)1≤i,j≤m ∈Mm (aij and bij are complex numbers)
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We will use the following formula to show that p is a principal type.

Θ⟨a,b⟩(x) = inf
Ψ̂A(ē,ε̄)

∥x − ∑
1≤i,j≤n

aijeij − ∑
1≤i,j≤m

bijεij∥

Note that Θ⟨a,b⟩ is a formula because we can quantify over the zeroset of stable for-

mulas, and we can show that Ψ̂A is a stable formula from knowing that ΨA is stable.
Also, from the format of Θ⟨a,b⟩ it is clear that

Θ⟨a,b⟩(y) = d(y,{x ∣ x = ∑
1≤i,j≤n

aijeij + ∑
1≤i,j≤m

bijεij and Ψ̂A(ē, ε̄) = 0})

Lemma 3.14. The operator norm on Mn⊕Mm can be obtained from the operator norm
on each component

∥⟨x, y⟩∥ = max(∥x∥, ∥y∥)
Proof. Recall that by definition of the operator norm,

∥x∥op = min{c ∣ ∥xu∥ ≤ c∥u∥ ∀u ∈ Cn}
∥y∥op = min{c ∣ ∥yv∥ ≤ c∥v∥ ∀v ∈ Cm}

∥⟨x, y⟩∥op = min{c ∣ ∥⟨xu, yv⟩∥ ≤ c∥⟨u, v⟩∥ ∀⟨u, v⟩ ∈ Cn ⊕Cm}
Given any x ∈Mn, y ∈Mm we assume without loss of generality that ∥x∥op ≥ ∥y∥op.

Consider
{⟨u,0⟩ ∣ u ∈Mn} ⊂ Cn ⊕Cm

So

{c ∣ ∥⟨xu,0⟩∥ ≤ c∥⟨u,0⟩∥ ∀⟨u,0⟩ ∈ Cn⊕Cm} ⊇ {c ∣ ∥⟨xu, yv⟩∥ ≤ c∥⟨u, v⟩∥ ∀⟨u, v⟩ ∈ Cn⊕Cm}
Recall that we are using the Euclidean norm, thus

∥⟨u, v⟩∥ =
√

∥u∥2 + ∥v∥2 ∀⟨u, v⟩ ∈ Cn ⊕Cm

Thus, ∥⟨u,0⟩∥ = ∥u∥ and ∥⟨xu,0⟩∥ = ∥xu∥, therefore

{c ∣ ∥xu∥ ≤ c∥u∥ ∀u ∈ Cn} = {c ∣ ∥⟨xu,0⟩∥ ≤ c∥⟨u,0⟩∥ ∀⟨u,0⟩ ∈ Cn ⊕Cm}
⊇ {c ∣ ∥⟨xu, yv⟩∥ ≤ c∥⟨u, v⟩∥ ∀⟨u, v⟩ ∈ Cn ⊕Cm}

Therefore,

min{c ∣ ∥xu∥ ≤ c∥u∥ ∀u ∈ Cn} ≤ min{c ∣ ∥⟨xu, yv⟩∥ ≤ c∥⟨u, v⟩∥ ∀⟨u, v⟩ ∈ Cn ⊕Cm}
Thus,

∥x∥op ≤ ∥⟨x, y⟩∥op
Suppose ∥x∥op < ∥⟨x, y⟩∥op, then there exists ⟨u, v⟩ ∈ Cn ⊕Cm such that

∥⟨xu, yv⟩∥ > ∥x∥op∥⟨u, v⟩∥
Thus,

√
∥xu∥2 + ∥yv∥2 > ∥x∥op

√
∥u∥2 + ∥v∥2

≥
√

∥x∥2
op∥u∥2 + ∥y∥2

op∥v∥2 since ∥x∥op ≥ ∥y∥op
≥
√

∥xu∥2 + ∥yv∥2 by definition of operator norm
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Which is a contradiction. Therefore

∥x∥op = ∥⟨x, y⟩∥op
�

Lemma 3.15.

{x ∣ x = ∑
1≤i,j≤n

aijeij + ∑
1≤i,j≤m

bijεij and Ψ̂A(ē, ε̄) = 0} = {x ∣ x realizes tp(⟨a, b⟩)}

Proof. Suppose x ∈ {x ∣ x = ∑1≤i,j≤n aijeij +∑1≤i,j≤m bijεij and Ψ̂A(ē, ε̄) = 0}, then

∃ᾱ, β̄ Ψ̂A(ᾱ, β̄) = 0 and x = ∑
1≤i,j≤n

aijαij + ∑
1≤i,j≤m

bijβij

Recall the unital *-automorphism F induced by taking the standard matrix units of
Mn ⊕Mm to ᾱ, β̄ in Lemma 3.13:

F ∶Mn ⊕Mm Ð→Mn ⊕Mm

⟨eij,0⟩z→ αij

⟨0, εij⟩z→ βij

Then

x = ∑
1≤i,j≤n

aijαij + ∑
1≤i,j≤m

bijβij = ∑
1≤i,j≤n

aijF (⟨eij,0⟩) + ∑
1≤i,j≤m

bijF (⟨0, εij⟩)

= F ( ∑
1≤i,j≤n

aij⟨eij,0⟩ + ∑
1≤i,j≤m

bij⟨0, εij⟩) = F (⟨a, b⟩)

thus x = F (⟨a, b⟩). We will show that F (⟨a, b⟩) realizes tp(⟨a, b⟩), or more generally,
given any formula φ and s we have φ(F (s)) = φ(s)

We will use induction on the complexity of φ. Since F is a unital *-automorphism,
the following are obvious:

F (0) = 0

F (1) = 1

F (s + t) = F (s) + F (t)
F (st) = F (s)F (t)
F (s∗) = F (s)∗

sup
s
Q(F (s), t̄) = sup

x
Q(s, t̄)

inf
s
Q(F (s), t̄) = inf

x
Q(s, t̄)

The only other property we have to look for is ∥F (s)∥ = ∥s∥. To show this, consider
again the ideals of of Mn ⊕Mm which are {⟨0,0⟩}, Mn ⊕Mm, Mn ⊕ {0} and {0}⊕Mm.
Because F is onto, the image of ideals under F are ideals. Clearly F ({⟨0,0⟩}) = {⟨0,0⟩}
and F (Mn ⊕Mm) =Mn ⊕Mm.

By simply looking at the dimensions of Mn and Mm, we see that when n ≠m, F (Mn⊕
{0}) =Mn ⊕ {0} and F ({0}⊕Mm) = {0}⊕Mm.

Therefore there exists unital *-automorphisms f ∶Mn →Mn and g ∶Mm →Mm such
that F (⟨s, t⟩) = ⟨f(s), g(t)⟩.
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When n =m, the only other possibility to consider is when F (Mn ⊕ {0}) = {0}⊕Mn

and F ({0} ⊕Mn) = Mn ⊕ {0}. Therefore, either F (⟨s, t⟩) = ⟨f(s), g(t)⟩ or F (⟨s, t⟩) =
⟨g(t), f(s)⟩

In both cases, recall that all unital *-automorphisms on full matrix algebras are inner,
i.e.

∃u, v unitary, such that f(x) = usu∗ g(y) = utu∗

and recall that unitary equivalence preserves the operator norm, thus

∥f(s)∥ = ∥s∥ and ∥g(t)∥ = ∥t∥
Now, using Lemma 3.14 we know that in the case where F (⟨s, t⟩) = ⟨f(s), g(t)⟩

∥F (⟨s, t⟩)∥ = ∥⟨f(s), g(t)⟩∥ = max(∥f(s)∥, ∥g(t)∥) = max(∥s∥, ∥t∥) = ∥⟨s, t⟩∥
Similarly for F (⟨s, t⟩) = ⟨g(t), f(s)⟩

∥F (⟨s, t⟩)∥ = ∥⟨g(t), f(s)⟩∥ = max(∥g(t)∥, ∥f(s)∥) = max(∥t∥, ∥s∥) = ∥⟨s, t⟩∥
Therefore,

∥F (s)∥ = ∥s∥
thus, given any formula φ

φ(F (s)) = φ(s)
so we get

tp(x) = tp(⟨a, b⟩) Ô⇒ x realizes tp(x)
Therefore,

{x ∣ x = ∑
1≤i,j≤n

aijeij + ∑
1≤i,j≤m

bijεij and Ψ̂A(ē, ε̄) = 0} ⊆ {x ∣ x realizes tp(⟨a, b⟩)}

Notice that the above method works for direct sums of more matrix algebras as well,
but the number of possible swaps is higher, but they all preserve the operator norm.

The other direction is easy:

Θ⟨a,b⟩(⟨a, b⟩) = 0 Ô⇒ Θ⟨a,b⟩(⟨x, y⟩) = 0 ∈ tp(⟨a, b⟩)
Therefore, given any x,

x realizes tp(⟨a, b⟩) Ô⇒ Θ⟨a,b⟩(x) = 0

Ô⇒ x ∈ {x ∣ x = ∑
1≤i,j≤n

aijeij + ∑
1≤i,j≤m

bijεij and Ψ̂A(ē, ε̄) = 0}

Therefore, we have obtained inclusion in the other direction as well

{x ∣ x = ∑
1≤i,j≤n

aijeij + ∑
1≤i,j≤m

bijεij and Ψ̂A(ē, ε̄) = 0} = {x ∣ x realizes tp(⟨a, b⟩)}

�

Theorem 3.16. Finite dimensional C*-algebras are atomic models.
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Proof. Consider any complete type p on finite dimensional C*-aglebra A. Recall that
A ≅Mn1 ⊕⋅ ⋅ ⋅⊕Mn1 , and again, we will consider A ≅Mn⊕Mm for simplicity of notation.
Since p is a complete type, p = tp(⟨a, b⟩) for some a, b. Considering from before

Θ⟨a,b⟩(x) = inf
Ψ̂A(ē,ε̄)

∥x − ∑
1≤i,j≤n

aijeij − ∑
1≤i,j≤m

bijεij∥

we noticed from the syntax of this formula that

Θ⟨a,b⟩(y) = d(y,{x ∣ x = ∑
1≤i,j≤n

aijeij + ∑
1≤i,j≤m

bijεij and Ψ̂A(ē, ε̄) = 0})

By Lemma 3.15

Θ⟨a,b⟩(y) = d(y,{x ∣ x realizes tp(⟨a, b⟩)})
Therefore, the formula Θ⟨a,b⟩ witnesses that p = tp(⟨a, b⟩) is a principal type. Thus,

by definition, A is an atomic model. �

3.4. Characterisation of UHF Algebras. We will now use the following formula to
proposition about UHF algebras:

ψn(x̄) = ∥
n

∑
i

xii − I∥ +
n

∑
i,j,k,l

∥xijxkl − δjkxil∥ +
n

∑
i,j

∥x∗ij − xji∥

Note that ψn(ē) = 0 if and only if ē is a copy of a set of matrix units in Mn(C). In
section 3.1 we show that ψn is stable, which we be assuming in what follows.

Lemma 3.17. Let A be a unital C*-algebra. Then for all δ > 0, n ∈ N there exists a
κ > 0 such that if we have ā and ē such that ψAn (ē) = 0 and ∥ā − ē∥ ≤ κ, then ψAn (ā) ≤ δ.

Proof. Fix δ > 0 and let κ = 1
3n4 (δ/3). We recall that

ψn(ā) = ∥
n

∑
i

aii − I∥ +
n

∑
i,j,k,l

∥aijakl − δjkail∥ +
n

∑
i,j

∥a∗ij − aji∥

We will first look at each of the three summands.

∥
n

∑
i

aii − I∥ = ∥
n

∑
i

aii −
n

∑
i

eii∥ ≤ nδ ≤ 3n4κ

n

∑
i,j

∥a∗ij − aji∥ =
n

∑
i,j

∥a∗ij + e∗ij − eji − aji∥ ≤ 2n2κ ≤ 3n4κ

n

∑
i,j,k,l

∥aijakl − δjkail∥ ≤
n

∑
i,j,k,l

∥aijakl − aijekl + aijekl − eijekl + δjkeil − δjkail∥ ≤ 3n4κ

Therefore we get that

ψn(ā) = ∥
n

∑
i

aii − I∥ +
n

∑
i,j,k,l

∥aijakl − δjkail∥ +
n

∑
i,j

∥a∗ij − aji∥ ≤ 3(3n4δ) ≤ 3(δ/3) = δ

�
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The following is a very important lemma we will use when we repeatedly when we
characterize UHF algebras. We say that, for subsets B and C of a normed space A,
B ⊆ε C if for all a ∈ A, inf

b∈B
∥a − b∥ < ε.

Lemma 3.18. Let A be a unital C*-algebra with unital subalgebra B of A such that
B ≅Mn(C) for some n ∈ N. Let ē = {eij}ni,j=1 ⊂ B be such that ψAn (ē) = 0. Furthermore,
suppose that for every δ > 0 there exists an N(δ) ∈ N such that C(δ) ≅ MN(δ)(C) is a
unital subalgebra of A such that ē ⊆δ C(δ). Then there exists κ > 0 such that there is
a f̄ = {fij}ni,j=1 ⊂ C(κ) which has that ψAn (f̄) = 0. Furthermore we then get a unital
*-homomorphism φ ∶ B → C(κ)⇒ n∣N(κ).

Proof. Fix some ε > 1, and let δ = δ(ε, n) where δ has that if ā ∈ D, where D is a unital
subalgebra of A, and ψAn (ā) ≤ δ, then there exists a f̄ ∈D such that ψAn (f̄) = 0. We know
such a δ exists by the stability of ψn(x̄) = 0. Now let κ = κ(δ, n) be as in the last proof,
so that if ∥ē − ā∥ ≤ κ ⇒ ψn(ā) ≤ δ. Then let N(κ) ∈ N be such that C(κ) ≅ MN(κ)(C)
is a unital subalgebra of A such that ē ⊆κ C(κ). Then there exists a ā ∈ C such that
∥ā− ē∥ ≤ κ⇒ ψAn (ā) ≤ δ. Therefore, ā satisfies the hypotheses of the proof of the stability
of matrix units, so we can find f̄ = {fij}ni,j=1 ⊂ C(κ) such that ψAn (f̄) = 0. We can then
set up a unital *-homomorphism φ ∶ B → C(κ) in the obvious way, by sending matrix
units ē in B to matrix units f̄ in C(κ).

�

Proposition 3.19. Let A be a UHF algebra with generalized integer κA, and define the
following sentence:

µn = inf
x̄∈An2

∥xij∥≤1

ψn(x̄)

Then µAn = 0 if and only if n∣κA.

Proof. Without loss of generality, we let A = ⋃i∈NMni(C). Then due to the stability
of ψn(x̄) = 0, we have that if µAn = 0, there exists a set ē = {eij}ni,j=1 which is a copy
of matrix units for Mk(C) in our UHF algebra A. If ē ⊂ ⋃i∈NMni(C), then let N =
max

1≤i,j≤n
{ni ∶ eij ∈ Mni(C)}. Using the unital *-homorphisms from the UHF algebra, we

can then get that ē ⊂ MN(C). Since the composition of unital *-homomorphisms is a
unital *-homomorphism, we then get such a map from Mk(C) into MN(C) which implies
k∣N ⇒ k∣κA.

Now suppose that we have that, for some i and j, eij ∉ ⋃i∈NMni(C). Then we have
that for every δ > 0 and eij, there exists an lδ(ij) ∈ N such that for some a ∈Mlδ(ij)(C),
∥eij − a∥ ≤ δ. Let N(δ) = max

1≤i,j≤n
{lδ(ij)}. Then it follows that ē ⊆δ MN(δ)(C). Since δ

was arbitrary, we see that our C*-algebra A satisfies the hypotheses lemma 3.18, and so
there exists a κ > 0 such that k∣N(κ)⇒ k∣κA.

For the converse, suppose we have n ∈ N such that n∣κA. Then it follows from theorem
2.34 that there exists a unital *-homomorphism Φ ∶ Mn(C) → A. We immediately see
that if ē is a set of matrix units from Mn(C), then ψAn (Φ(ē)) = 0⇒ µAn = 0. �

Lemma 3.20. Let A and B be UHF algebras. Then A ≅ B if and ony if κA = κB.
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Proof. Suppose that κA /= κB. Then let p be a prime such that pk∣κA but pk /∣ κB. Then
by proposition 3.19, µA

pk
= 0 /= µB

pk
⇒ A /≡ B ⇒ A /≅ B, proving the contrapositive of our

first direction.
Now suppose that κA = κB and let A = limÐ→ Ai and B = limÐ→ Bi, where Bi ≅ Mk(i)(C)

and Ai ≅ Mn(i)(C) for all i. Then we have that n(1)∣k(i) for some i, and then we
have that k(i)∣n(j) for some j, and if we continue on as such inductively, we see that
we can pass the sequences {n(i)} and {k(i)} off to subsequences {a(i)} and {b(i)}
respectively such that a(i)∣b(i) and b(i)∣a(i + 1) for all i ∈ N. We can then use the
theorem from matrix algebras as well as the definition of UHF algebras to get sets of
unital *-homomorphisms {ϕi ∶ Ma(i)(C) → Mb(i)(C)} and {ψ ∶ Mb(i)(C) → Ma(i+1)(C)}
along with the direct limit maps for A and B respectively such that every triangle in
the following diagram commutes:

A1

B1

A2

B2

A3

B3

A4

B4

A

B

φ1

ψ1
φ2

ψ2
φ3

ψ3
φ4

We note that for all i > 1, φi = φi−1 when restricted to Ai−1, and ψi = ψi−1 when
restricted to Bi−1. This allows us to define the well-defined maps Φ and Ψ on A′ = ∪nAn
and B′ = ∪nBn respectively, where for a ∈ An, Φ(a) = φn(a), and likewise for Ψ. This
gives us that Φ and Ψ can both be extended to all of A and B respectively,, and that
they are furthermore each unital *-homomorphism.

We now want to show they must also be inverses, i.e. Φ ○Ψ = Ψ ○Φ = I, and we will
do this by showing they agree on their dense subsets A′ and B′ respectively, which is
sufficient.

Choose an arbitrary a ∈ A′, so that a ∈ Ai. Then by the commutativity of the above
diagram, we get that (Ψ ○Φ)a = Ψ(φi(a)) = (ψi ○ φi)(a) = a. So Ψ ○Φ = I and likewise
we can find that Φ ○Ψ = I so that Φ and Ψ are *-isomorphisms implying that A ≅ B.

�

Theorem 3.21. Let A and B be unital, separable UHF algebras. Then A ≅ B if and
only if A ≡ B.

Proof. If A ≅ B, then A ≡ B.
Now suppose A ≡ B. By lemma 3.19, µAn = 0 if and only if n∣κA, and µAn = 0 if and

only if n∣κB. But µAn = µBn for all n ∈ N, so if p is any prime, pi∣κA if and only if pi∣κB,
and so we get that κA = κB. By lemma 3.20, this implies that A ≅ B.

�

We now define another class of C*-algebras, which will turn out to be very closely
related to UHF algebras.

Definition 3.22. Let A be a C*-algebra. Then we say that A is Locally Matricial, or
LM , if for all ε > 0 and every finite subset F of A, there exists a natural number n and
a *-homomorphism Φ ∶Mn(C)→ A such that F ⊆ε Φ(Mn(C)).

The following is a important theorem:
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Theorem 3.23. Let A be a unital, separable C*-algebra. Then A is UHF if and only if
A is LM.

Proof. If A is UHF, then A begin LM follows immediately.
Now suppose A is LM, and denote a countable dense subset of A by {ak}. Then

we have that for some ε1 > 0 there exists an n(1) ∈ N and a *-homomorphism Φ1 ∶
Mn(1)(C) → A such that {ak(1)} ∶= {a1} ⊆ε1 Φ(Mn(1)(C)). This also implies that there
is a unital copy of Mn(1)(C) in A. We let A1 = Φ1(Mn(1)(C)).

We now continue inductively, supposing that we have sets A1,A2, . . . ,Am ⊆ A and
unital *-homomorphisms φij ∶ Ai → Aj, with 1 ≤ i ≤ j ≤m such that each Ak is isomorphic
to full matrix algebra Mn(k)(C). Also, we suppose we have a decreasing sequence of
epsilons, {ε1, ε2, . . . , εm} such that εi < εi−1/2i, and a set of {ak(i)}mi=1 where k(i) < k(j) for
i < j. We then check if there exists an 0 < ε′m+1 < εm/2(m+1) such that {ak(m)+1} /⊆ε′m+1

An.
If such an ε′m+1 does not exist, we do the same for ak(m)+2, ak(m)+3, . . . until we find an
ak(m+1) ∶= ak(m)+i such that {ak(m+1)} /⊆ε′m+1

A1. If such an element of {ak} does not exist,
it follows that {ak} ⊆ε Am for all ε > 0, and we let An = Am for all m ≥ n, and φij = idAm
for all i, j ≥ n.

Otherwise, we consider Em = {Φm(eij)}n(m)i,j=1 ⊂ Am, where {eij}n(m)i,j=1 is a set of matrix
units in Mn(m)(C). Since A is LM, we see then that it satisfies the hypotheses of lemma
3.18 again with n = n(m) and Em = ē, and so there exists a κm+1 > 0 and a unital
subalgebra Am+1 = C(κm+1) ⊆ A, with {ak(m+1)} ⊂ε′m+1

Am+1, such that there is a unital
*-homomorphism φm(m+1) ∶ Am → Am+1 ≅Mn(m+1)(C). Let εm+1 = min{ε′m+1, κm+1}.

By the principle of mathematical induction, the above construction gives us a direct
system (An, φij). We let B be the norm closure of the direct limit of the system, i.e.

B =⋃
n
An

Since we clearly have that B ⊆ A, we want to show that the countable dense subset
{ak} ⊂ B, and the since B is closed A = B will follow. Consider ak, the kth element of
our countable dense subset. By the construction of our epsilons, it follows that we can
find a sequence {xn} ⊂ B, with ∥ak−xn∥ ≤ 1/2n for all n ∈ C. Therefore lim

n→∞ ∥ak−xn∥ = 0,

and since it is not hard to check that {xn} is Cauchy, we get that ak = lim
n→∞xn ∈ B and

so {ak} ⊂ B ⇒ A = B. Since B is UHF, we get that A is UHF, completing the proof.
�

We now will construct a set of types t
(U)
ε,h such that an algebra A will be UHF if and

only if A omits all types t
(U)
ε,h . Let ψn(x̄) = ∥

n

∑
i
xii−I∥+

n

∑
i,j,k,l

∥xijxkl−δjkxil∥+
n

∑
i,j

∥x∗ij −xji∥

be the previously used formula which gives that ψAn (ē) = 0 if and only if A contains a
unital copy of Mn(C) in it. Then we define the formula

∆n,h(ā) = inf
ψn(x̄)=0

λ̄∈Chn2

∣λ(ijk)∣≤1

max{d(a1,
n

∑
i,j=1

λ
(
ij1)eij), d(a2,

n

∑
i,j=1

λ
(
ij2)eij), . . . , d(ah,

n

∑
i,j=1

λ
(
ijh)eij)}

where h,n ∈ N and ā ∈ Ah. If we have that, for some ε > 0 and ā ∈ Ah that ∆n,h(ā) ≥ ε,
it follows that either no unital copy of Mn(C) in A ε-includes the h-tuple ā, or there



50 K. CARLSON, E. CHEUNG, A. GERHARDT-BOURKE, L. MEZUMAN, AND A. SHERMAN

doesn’t exist a unital copy of Mn(C) in A, and so the infimum over the empty set was
infinite. We now use this formula to define the types to be omitted:

For every ε > 0, n ∈ N, define the type t
(U)
ε,h by

t
(U)
ε,h = {∆n,h(ā) ≥ ε ∶ n ∈ N}

Theorem 3.24. A unital, separable C*-algebra A omits all types t
(U)
ε,h if and only if A

is UHF.

Proof. If A is UHF, then by theorem 3.23, A is LM, and so it immediately follows that

A omits all types t
(U)
ε,h .

Suppose A omits all types t
(U)
ε,h , and let F = ā ∈ Ah be an arbitrary finite subset of A.

Then ∀ε > 0 ā does not realize the type tε,h. This impies that there exists an n ∈ N, ē ∈ Ah
such that ψAn (e) = 0 and the span of ē in A ε-includes F. Let {fij}ni,j=1 be matrix units
in Mn(C). Then we let Φ ∶Mn(C)→ A take fij z→ eij. We see immediately that this is
a unital *-homomorphism, which means all the conditions of A being LM are satisfied,
and so A must be UHF.

�

We now provide a counterexample to the class of elementary equivalences of UHF
algebras being closed.

Proposition 3.25. Let M2∞ be the CAR algebra as previously described. Then there
exists a unital separable C*-algebra A such that A ≡M2∞ but A is not UHF.

Proof. Consider the 1-type t
(U)
ε,1 for some ε > 0. It’s not hard to see that t

(U)
ε,1 is consistent,

so by the compactness theorem there exists an ultrafilter D such that for some a ∈
(M2∞)D, a realizes t

(U)
ε,1 .

Let F = {a, I(M2∞)D} Then by the Downward Lowenheim-Skolem Theorem, we can
find a elementary substructure A ⪯ (M2∞)D such that F ⊂ A and A is separable. Fur-

thermore, A ≡ (M2∞)D ≡M2∞ . Since a ∈ A realizes t
(U)
ε,1 , it does not omit all types t

(U)
ε,h ,

and so by theorem 3.24, A is not UHF.
�

3.5. Characterisation of AF Algebras. We first show that AF algebras have an
analogue for locally matricially in the case of UHF algebras, and then use it in a similar
way to show it omits a certain set of types.

Definition 3.26. A C*-algebra A is locally finite, or LF, if for all ε > 0 and for every
finite F ⊂ A, there exists a finite dimensional subalgebra B of A such that F ⊆ε B.

Remark 3.27. Since we have that every finite dimensional C*-algebra is isomorphic
to a direct sum over matrix algebras, the above definition could be restated as fol-
lows: A C*-algebra A is LF, if for all ε > 0 and for every finite F ⊂ A, there ex-
ists a n̄ = (n(1), . . . , n(m)) ∈ Nm for some m ∈ N and a unital *-homomorphism
Φ ∶⊕m

i=1Mn(i)(C)→ A such that that F ⊆ε Φ(⊕m
i=1Mn(i)(C)).
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We now recall the following formula, which, when set equal to 0, states that there is
a unital copy of ⊕m

i=1Mn(i)(C) in our C*-algebra.

Ψn̄(x̄) =
m

∑
i=1

ϕn(i)(x̄(i)) + ∥
m

∑
i=1

n(i)
∑
j=1

x
(i)
jj − I∥

where

ϕn(i)(x̄(i)) =
n(i)
∑

h,j,k,l=1

∥x(i)hj x
(i)
kl − δjkx

(i)
hl ∥ +

n(i)
∑
h,j=1

∥x(i)∗hj − x(i)jh ∥

It should be clear that all unital, separable AF algebras are also LF algebras. We
now seek to show the converse. The proof is very similar to the steps to show that LM
algebras are UHF. We outline the lemmas needed and leave it to the reader to fill in the
details.

Lemma 3.28. Let A be a unital C*-algebra. Then for all δ > 0, n̄ ∈ Nm for some m ∈ N,
there exists a κ > 0 such that if we have ā and ē such that ΨA

n̄ (ē) = 0 and ∥ā − ē∥ ≤ κ,
then ΨA

n̄ (ā) ≤ δ.
Proof. Proceed in the same manner as for ψn in lemma 3.17. �

Lemma 3.29. Let A be a unital C*-algebra with unital subalgebra B of A such that B ≅
⊕m
i=1Mn(i)(C) for some n̄ ∈ Nm,m ∈ N. Let ē = {e(i)jk } 1≤i≤m

1≤j,k≤n(i)
⊂ B be such that ΨA

n̄ (ē) = 0.

Furthermore, suppose that for every δ > 0 there exists an N̄(δ) = (nδ(1), . . . , nδ(mδ)) ∈
Nmδ such that C(δ) ≅ ⊕mδ

i=1Mnδ(i)(C) is a unital subalgebra of A such that ē ⊆δ C(δ).

Then there exists κ > 0 such that there is a f̄ = {f (i)jk } 1≤i≤m
1≤j,k≤n(i)

⊂ C(κ) which has that

ΨA
n̄ (f̄) = 0. Furthermore we then get a unital *-homomorphism φ ∶ B → C(κ).

Proof. Again, the proof is very similar to lemma 3.18. The unital *-homomorphism
results from sending direct sum matrix units to direct sum matrix units.

�

Theorem 3.30. Let A be a unital, separable C*-algebra. Then A is LF if and only if
A is AF.

Proof. Again, if A is AF, being LF follows almost immediately.
The proof of the converse is the same as in theorem 3.23. One again must be careful

to get a countable dense subset of A in an inductively constructed direct limit of finite
dimensional C*-algebras. �

We now move on to constructing a set of types whose omission in C*-algberas will
allow us to characterize AF algebras. The main formula of our eventual type is as
follows, given a ā ∈ Ah andn̄ ∈ Nm for some m ∈ N from the type:

Θn̄(ā) = inf
Ψn̄(x̄)=0

λ̄∈Chη ,
∣λi∣≤1

max{d(a1,
η

∑
i,j,k

λ1
ijk
xijk), . . . , d(ah,

η

∑
i,j,k

λhijkxijk)}

The above formula, when set with the condition, say, that Θn̄(ā) ≥ ε, says that there

is some i,1 ≤ i ≤ k, such that copy of
m

⊕
i=0
Mni(C) in A does not ε-include ai.
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Furthermore, we note that if, for some n̄ ∈ Nm, there does not exist x̄ ∈ Aη such that
Ψn̄(x̄) = 0, the infinum over the empty set will be ∞ > ε, so the condition will be satisfied

by any ā, i.e. the non-existent copy of
m

⊕
i=0
Mni(C) will not ε-include any elements from

A.
Now that we have defined the above condition, we can define the principal type to be

omitted. Let ε > 0, n ∈ N. Then we define the type t
(A)
ε,n as follows:

t
(A)
ε,n = {Θn̄,(ā) ≥ ε ∶ n̄ ∈ Nm for some m ∈ N, ā ∈ An}

Theorem 3.31. Let A be a unital, separable C*-algebra. Then A is AF if and only if

A omits all types t
(A)
ε,n .

Proof. If A is AF, then by our previous theorem it is also LF which clearly implies it

omits all types t
(A)
ε,n . Now suppose A omits all types t

(A)
ε,n . Let F = ā ∈ Am for some

m ∈ N, and let ε > 0. Then since ā does not realize the type t
(A)
ε,m , there exists a set of

direct sum matrix units which ε-include F . We immediately see then that A is LF, and
so by our last theorem it is also AF, completing the proof.

�
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